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Abstract

In this paper we analyse the Fritz John and Karush-Kuhn-Tucker conditions

for a (Gâteaux) differentiable nonconvex optimization problem with inequality

constraints and a geometric constraint set. Fritz John condition is characterized

in terms of an alternative theorem which covers beyond standard situations; while

characterizations of KKT conditions, without assuming constraints qualifications,

are related to strong duality of a suitable linear approximation of the given problem

and the properties of its associated image mapping. Several examples are exhibited

showing the usefulness and optimality, in a certain sense, of our results, which even

provide much more information than those (including Mordukhovich normal cone

or Clarke’s one) appearing elsewhere. The case with a single inequality constraint

is discussed in details by establishing a hidden convexity in the validity of the KKT

conditions. We outline possible applications to a class of mathematical programs

with equilibrium constraints (MPEC), as well as to vector equilibrium or quasi-

variational inequality problems.

Key words. FJ condition, KKT conditions, hidden convexity, strong duality,

nonconvex optimization, MPEC.

1 Introduction

No doubt that the Karush-Kuhn-Tucker (KKT) optimality conditions remain as a

master piece in the development of nonlinear programming, but the Fritz John (FJ)
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†Departamento de Ingenieŕıa Matemática and CI2MA, Facultad de Ciencias F́ısicas y Matemáticas,
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2 Characterizing FJ and KKT conditions

condition still plays a role since no additional requirement is needed as for standard

situations.

KKT conditions were introduced as a generalization of the classical Lagrange mul-

tiplier theorem to inequality-constrained problems that nowadays lie on the core of

mathematical programming.

Let us consider the following problem with explicit inequality constraints:

min{f(x) : gi(x) ≤ 0, i = 1, . . . ,m, x ∈ X}, (1)

where f, gi : IRn → IR, i = 1, . . . ,m, are given functions satisfying some differentiability

assumptions at x̄ ∈ X, and X ⊆ IRn is usually termed the “geometric constraint set”;

whereas

K
.
= {x ∈ X : gi(x) ≤ 0, i = 1, . . . ,m},

is the feasible set to (1). For fixed x̄ ∈ X, we denote by I = I(x̄)
.
= {i : gi(x̄) = 0} its

active index set.

In the simplest situation where X is an open set, the most general optimality

condition for (1), due to Fritz John, asserts that, if x̄ is a local optimal solution to (1),

then there exist λ0 ≥ 0, λi ≥ 0, i ∈ I, not all zero, satisfying

λ0∇f(x̄) +
∑
i∈I

λi∇gi(x̄) = 0.

This is just a consequence of a convex separation theorem. This condition may not

be of much interest if the multiplier λ0 associated with the objective function is zero:

the “so called” constraints qualifications (CQ) guarantee that λ0 > 0 thus leading to

KKT conditions [28, 29]. CQ are conceived in order to prove the fulfillment of KKT

conditions whatever the objective function, having x̄ as a local minimum on K, is.

This property turns out to be equivalent to the Guignard CQ, which has proved to

be the more general one including that due to Abadie. Since the pioneering works of

Karush, Kuhn and Tucker, many authors have developed such a result in different

directions: under standard differentiability assumptions or without such requirements,

see [3, 6, 24, 7, 25, 26, 27, 29, 30] and [10, 21, 22].

When X = IRn, another approach uses some penalty functions and their exactness,

which means that local solutions to the original problem are also unconstrained local

minimizers of the penalty function. A scheme of this kind is presented in [37], where a

KKT condition is derived under exactness (being equivalent to a generalized calmness-

type condition as shown in [9, 11, 34]) and a certain CQ assumption [37, Theorem 2.1],

which involves upper second-order directional derivatives of gi. In the same paper it

is proved that, under exactness, their CQ has no relation with the Guignard CQ, and



Fabián Flores-Bazán, Giandomenico Mastroeni 3

that exactness alone does not imply the fulfillment of the KKT condition. The same

argument, via exactness of the penalty function, is employed in [31] for a minimization

problem under complementarity constraints. This is given in terms of some optimality

indications sets as introduced in the same paper. Nevertheless, there are situations

where our results, as Corollary 5.5 for instance, apply but not [37, Theorem 2.1], see

Remark 5.6.

Very recently, enhanced FJ conditions for convex programming and enhanced KKT

conditions, under some CQ, have been established in [8] and [38], respectively; whereas

further developments of CQ, in view of numerical aspects, are stated in [1, 2].

Precisely, the aim of this paper is to analyze the fulfillment of the FJ and the

KKT optimality conditions without any CQ or convexity. In other words, our goal

is to characterize the validity of the FJ (Theorem 3.1) and KKT (Theorems 4.1 and

4.3) conditions through the analysis of a suitable linear approximation of the given

problem, and the properties of its associated image mapping involving the gradients

of the objective function and the active inequality constraints at a (not necessarily

local optimal) point x̄ ∈ X. Actually, we will see that our Theorem 3.1 provides more

information than that involving the Clarke tangent cone, the open cone of interior or

quasi-interior directions, and even the normal cone of Mordukhovich, see Example 3.3.

Unlike the above mentioned results requiring CQ, which involve gi, i ∈ I, and X,

that guarantee KKT conditions for every function f having x̄ as a local minimum on

K ([25, 26]), our approach allows us to derive assumptions on f , gi and X, jointly,

that ensure the fulfillment of KKT conditions. Thus, we expect to cover situations

(including geometric constraints) where the constraints qualification due to Guignard,

for instance, fails (see Example 4.5).

We analyze in details the connections between our results and the Guignard along

with Mangasarian-Fromovitz CQ [27, 30], providing several examples where our regu-

larity conditions are applicable while the previous ones are not, as expected. Certainly

the latter happens with any constraints qualification, recalling that the Guignard CQ

is weaker than any other one [25].

The paper is organized as follows. In Section 2, basic definitions and preliminary

results on separation and alternative theorems, including a characterization of strong

duality, are recalled. Section 3 is devoted to FJ optimality condition of the alternative

type, while Section 4 deals with KKT conditions providing several characterizations

in terms of strong duality for a suitable linearization of the given problem and the

properties of the associated image. Section 5 is devoted to the analysis of a constrained

optimization problem with a single inequality constraint. In particular the convexity
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of the conical approximation of the geometric constraint set appears as a sufficient and

necessary condition (hidden convexity), and most of the results in Section 4 can be

stated in a more handful way. An application of the results of Section 5 is presented in

Section 6, where a class of MPEC can be formulated as a minimization problem with

a single inequality constraint. In Section 7, we outline further applications of KKT

conditions for vector equilibrium problems and quasi-variational inequalities (QVI).

Indeed, in [12] an algorithm based on KKT conditions for (QVI) is developed.

2 Basic definitions and preliminary results

Throughout this paper by a cone P ⊆ IRn we mean a set such that tP ⊆ P , for all

t ≥ 0. Given a set A ⊆ IRn, its closure is denoted by A; its convex hull by co(A)

which is the smallest convex set containing A; its topological interior by int A; ri A is

the relative interior of A, whenever it is convex; cone(A) stands for the smallest cone

containing A, that is,

cone(A) =
⋃
t≥0

tA,

whereas cone(A) denotes the smallest closed cone containing A: obviously cone(A) =

cone(A). By 〈·, ·〉 we denote the inner or scalar product in IRn whose elements are

considered column vectors. Thus, 〈a, b〉 = a>b for all a, b ∈ IRn.

Given a nonempty set P ⊆ IRn, its polar cone, P ∗, is defined as

P ∗ = {ξ ∈ IRn : 〈ξ, p〉 ≥ 0 ∀ p ∈ P}.

It is well known that, whenever P is a closed convex cone, we have (the bipolar theorem)

P = P ∗∗
.
= (P ∗)∗, and in general we have P ∗∗ = co(cone P ), where co A is the smallest

closed and convex set containing A.

We say that a (not necessarily convex) cone, P , is pointed if co P ∩ (−co P ) = {0}.
Notice that since co(cone A) = cone(co A),

cone(A) is pointed ⇐⇒ cone(co A) is pointed.

Definition 2.1. Let ∅ 6= K ⊆ IRn and x̄ ∈ K, the Contingent cone of K at x̄, denoted

by T (K; x̄), is the set

T (K; x̄)
.
=
{
v ∈ IRn : ∃ tk > 0, ∃xk ∈ K, xk → x̄, tk(xk − x̄)→ v

}
.

When K is convex and x̄ ∈ K, then it is not hard to prove that

T (K; x̄) =
⋃
t≥0

t(K − x̄).
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Given a convex set A ⊆ IRn, the (outward) normal cone (in the sense of convex

analysis) of A at x̄ ∈ A, is the set

N(A; x̄)
.
= {ξ ∈ IRn : 〈ξ, x− x̄〉 ≤ 0, ∀ x ∈ A}.

Thus, (T (A; x̄))∗ = −N(A; x̄) whenever x̄ ∈ A.

Furthermore, we denote IR+
.
= [0,+∞[, IR++

.
= ]0,+∞[ and IRn

++ = int IRn
+.

The next theorem appears in a more general framework in [18], and it may be con-

sidered as a Gordan-type alternative theorem. The proof relies on standard separation

arguments.

Theorem 2.2. ([18, Theorem 3.2]) Let P ⊆ IRm be a convex closed cone such that

int P 6= ∅, and A ⊆ Rm be any nonempty set. Then the following assertions are

equivalent:

(a) ∃ λ∗ ∈ P ∗ \ {0}, 〈λ∗, a〉 ≥ 0, ∀ a ∈ A;

(b) cone(A+ int P ) is pointed;

(c) co(A) ∩ (−int P ) = ∅.

We can go further when A is the image of a subset C ⊆ IRn through a linear

transformation F : IRn → IRm. The next proposition is taken from [16].

Proposition 2.3. ([16, P roposition 2.7]) Let F be a real matrix of order m× n, and

write F> = (F>1 · · · F>m), where Fi is the i−th row of F . Let C ⊆ IRn be any

nonempty set. Then

F (C) ∩ (− IRm
++) = ∅ ⇐⇒ max

1≤i≤m
〈F>i , v〉 ≥ 0 ∀ v ∈ C,

and the following statements are equivalent:

(a) cone(F (C) + IRm
++) is pointed;

(b) F (co(C)) ∩ (− IRm
++) = ∅;

(c) F (co(C)) ∩ (− IRm
++) = ∅;

(d) max
1≤i≤m

〈F>i , v〉 ≥ 0 ∀ v ∈ co(C);

(e) co({F>i : i = 1, . . . ,m}) ∩ C∗ 6= ∅.

In case m = 2, Proposition 2.3 takes a more precise formulation that follows. It

will be applied in Section 5 to obtain various characterizations to the validity of the

Fritz John conditions under a single inequality constraint. Such a formulation is a

consequence of a more general result appeared in [18].
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Proposition 2.4. ([18, Theorems 3.2 and 4.1]) Let m = 2 in the preceding proposi-

tion. Then, the following assertions are equivalent:

(a) ∃ λ∗ ≥ 0, λ∗ 6= 0, 〈λ∗, a〉 ≥ 0 ∀ a ∈ F (C);

(b) F (C) ∩ (− IR2
++) = ∅ and F (C) + IR2 is convex;

(c) F (C) ∩ (− IR2
++) = ∅ and F (C) + IR2

++ is convex;

(d) F (C) ∩ (− IR2
++) = ∅ and F (C) + IR2 is convex;

(e) (F (C) + IR2
++) ∪ {(0, 0)} is pointed.

We will need a further characterization of strong duality. Let Y be a locally convex

Hausdorff topological vector space, C be any nonempty set, ϕ : C → IR, ψ : C → Y be

any functions, and P be a closed and convex cone in Y . We consider the problem

µ
.
= inf

x∈K
ϕ(x), (2)

where K
.
= {x ∈ C : ψ(x) ∈ −P}.

Let us introduce, as usual, the Lagrangian

L(λ∗, x) = ϕ(x) + 〈λ∗, ψ(x)〉.

We set F = (ϕ,ψ) so that F (C) = {(ϕ(x), ψ(x)) ∈ IR×Y : x ∈ C}.
The next result may be found in [19, Theorem 3.2]. It regards a geometric charac-

terization of the strong duality property for (2).

Theorem 2.5. Assume that µ be finite. The following assertions are equivalent:

(a) strong duality holds for (2) , i. e., there exists λ∗0 ∈ P ∗ such that

inf
x∈K

ϕ(x) = inf
x∈C

L(λ∗0, x);

(b) cone(co [F (C)− µ(1, 0) + (IR+×P )] ∩ −(IR++×{0}) = ∅.

The previous theorem, as expected, covers situations where the Slater condition

fails. See [19] for details.

3 Fritz John optimality condition of the alternative-type

under inequality constraints

As mentioned in the introduction, the Fritz John optimality condition will be formu-

lated as an alternative-type result, encompassing existing similar ones for the mini-

mization problem with inequality constraints (1).
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A natural linear approximation to problem (1) arises:

ν0
.
= inf

v∈G0(x̄)
∇f(x̄)>v, (3)

where

G0(x̄)
.
=
{
v ∈ co B : ∇gi(x̄)>v < 0, ∀ i ∈ I

}
,

and B is a nonempty set in IRn. As usual, by convention we set ν0 = +∞ if G0(x̄) = ∅.
Obviously this case is the more interesting one. Throughout this paper f, gi, i ∈ I,

are differentiable at x̄ ∈ X. Sometimes we will require the continuity of gi for i 6∈ I.

Based on Proposition 2.3 we now establish an alternative-type version of the Fritz John

optimality condition valid at points not necessarily local minima. It has its origin in

[15]. Notice that as the set B is bigger, the relation (5) is more informative.

Theorem 3.1. (Fritz John necessary optimality condition of alternative-type) Let us

consider problem (1), x̄ ∈ X, with X ⊆ IRn; f, gi, i ∈ I, be as above, and let B be a

nonempty set in IRn. Then, exactly one of the following two assertions holds:

(a) there exists v ∈ co B such that

〈∇f(x̄), v〉 < 0,

〈∇gi(x̄), v〉 < 0, i ∈ I;
(4)

(b) there exist λ0 ≥ 0, λi ≥ 0, i ∈ I, not all zero, satisfying

λ0∇f(x̄) +
∑
i∈I

λi∇gi(x̄) ∈ B∗, (5)

or equivalently, max
i∈I
{〈∇f(x̄), v〉, 〈∇gi(x̄), v〉} ≥ 0, ∀ v ∈ co B.

Furthermore, under the additional assumption that B is a cone, we also have [(a) ⇐⇒
ν0 = −∞], and if G0(x̄) 6= ∅, then λ0 > 0 and [(b) ⇐⇒ ν0 = 0].

Proof. This is a direct application of Proposition 2.3 to

F
.
=

(
∇f(x̄)>

∇gI(x̄)>

)
,

where ∇gI(x̄)> is the matrix having as rows ∇gi(x̄)> for i ∈ I, and C = B.

We prove the second part. The equivalence (a) ⇐⇒ ν0 = −∞ easily follows.

By Proposition 2.3, (b) is equivalent to the impossibility of system (4), that is, ν0 = 0

whenever G0(x̄) 6= ∅. Under this latter assumption, we also get λ0 > 0, (since otherwise

a contradiction is obtained by Proposition 2.3), which is expected because such an

assumption is of Slater-type, and implies strong duality for the problem (3). This fact

will be discussed in more detail at the end of this section.
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Notice that condition (5) can be written as λ0∇f(x̄) +
m∑
i=1

λi∇gi(x̄) ∈ B∗;

λigi(x̄) = 0, i = 1, . . . ,m,

(6)

provided each gi is differentiable at x̄.

A condition close to the inconsistency of (4) is obtained if x̄ is a local solution to

(1). To be more precise, it is well-known that if gi is differentiable at x̄, for i ∈ I, and gi

is continuous at x̄ for i 6∈ I, local minimality of x̄ imply that the system: v ∈ T (X; x̄)

〈∇f(x̄), v〉 < 0,

〈∇gi(x̄), v〉 < 0, i ∈ I,
(7)

has no solution that is, (a) of Theorem 3.1 does not hold, provided that B is a convex

subset of T (X; x̄), and therefore (b) is true, This is expressed in the following result,

which appears in the book by Giorgi, Guerraggio and Thierfelder [24], but its origin

goes back to [5]: this result is a direct consequence of our Theorem 3.1. Observe that

if T (X; x̄) is convex then the next corollary, with B = T (X; x̄), provides as much

information as possible.

Corollary 3.2. ([24, Theorem 3.6.5]) Let us consider Problem (1) and x̄ ∈ K. Let

X ⊆ IRn and B be a nonempty set in IRn satisfying co B ⊆ T (X; x̄). Let f, gi be as

above. If x̄ is a local solution to (1), then there exist λ0 ≥ 0, λi ≥ 0, i ∈ I, not all zero,

satisfying

λ0∇f(x̄) +
∑
i∈I

λi∇gi(x̄) ∈ B∗. (8)

Note that the assumption co B ⊆ T (X; x̄) is equivalent to co(cone B) ⊆ T (X; x̄).

We remark that (8) does not include the special case B∗ = −NM (X; x̄) where NM

is the Mordukhovich normal cone, since −NM (X; x̄), being nonconvex in general, may

not be polar to any tangential approximation to X at x̄ (see [32]). Nevertheless, as

it will be seen in Example 3.3, B may be the Clarke tangent cone or the cone of the

interior or quasi-interior directions.

The next example, with T (X; x̄) being nonconvex, shows an instance where our

Theorem 3.1 is applicable providing much more information than Corollary 3.2, even

when the Mordukhovich normal cone is considered.

Example 3.3. Consider Problem (1) with f(x1, x2) = x1, g(x1, x2) = x2, and

X = {(x1, x2) : x1x2 = 0, x1 ≥ 0, x2 ≥ 0}, x̄ = (0, 0).
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Then, T (X; x̄) = X, which is nonconvex. It follows that [T (X; x̄)]∗ = IR2
+ =

co[T (X; x̄)], and x̄ = (0, 0) is a minimum of f on {(x1, x2) ∈ X : g(x1, x2) ≤ 0}.
Easy computations show that the system (4) with B = T (X; x̄) (or even for B = {x ∈
IR2 : p>0 x ≥ 0}, p0 ∈ IR2

+ \{0}, which contains properly T (X; x̄)), has no solution, and

therefore there exist λ0, λ1 ≥ 0, not both zero, satisfying

λ0∇f(x̄) + λ1∇g(x̄) ∈ [T (X; x̄)]∗. (9)

Actually any λ0 ≥ 0 and λ1 ≥ 0 satisfies (9).

Being T (X; x̄) nonconvex, the only non-trivial convex subcones are

B1 = {(x1, 0) : x1 ≥ 0}, B2 = {(0, x2) : x2 ≥ 0}.

Any of these cones provide, via (8), less information than (9). Other candidates for a

subcone of T (X, x̄) are: the Clarke tangent cone of X at x̄, TC(X; x̄), which is always

convex, is {(0, 0)} in our case; the open cone of interior directions to X at x̄, I(X; x̄)

([5, Theorem 3.1]), which in our example is empty; the open cone of quasi-interior

directions to X at x̄, Q(X; x̄) ([23]), which is also empty here. We point out that

G0(x̄) = ∅ for any choice of a cone B as above.

Finally, by using Proposition 2.4 in [13], we get

NM (X; x̄) = {(x1, x2) ∈ IR2 : x1 < 0, x2 < 0} ∪ {(x1, x2) ∈ IR2 : x1x2 = 0}.

Hence, the optimality condition ([7])

λ0∇f(x̄) + λ1∇g(x̄) ∈ −NM (X; x̄),

still provides less information than our result (9).

A stronger necessary optimality condition than the Fritz John, is the so-called the

KKT condition. It requires that λ0 appearing in (8) be strictly positive. Thus, an easy

way to derive KKT conditions from Corollary 3.2, is to impose assumptions yielding a

contradiction with (8) if λ0 = 0 is assumed. For instance the assumption

co({∇gi(x̄) : i ∈ I}) ∩B∗ = ∅, (10)

or, equivalently (by Proposition 2.3) that

there exists v0 ∈ co B such that ∇gi(x̄)>v0 < 0, i ∈ I (11)

(i. e., G0(x̄) 6= ∅) or, equivalently (by Corollary 6.3.2 in [33]) that

there exists v1 ∈ ri co B such that ∇gi(x̄)>v1 < 0, i ∈ I, (12)
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allow us to conclude that λ0 > 0 in (8). This is summarized in the next corollary,

which is well known in the literature, and the previous assumption is termed as a

Mangasarian-Fromovitz type constraint qualification.

Corollary 3.4. Let us consider Problem (1) and x̄ ∈ K. Let X ⊆ IRn and B be a

nonempty set in IRn satisfying co B ⊆ T (X; x̄). Let f, gi, as in the previous corollary

and assume that (10) (or (11) or (12)), i.e., G0(x̄) 6= ∅, holds. If x̄ is a local solution

to (1), then there exist λi ≥ 0, i ∈ I, satisfying

∇f(x̄) +
∑
i∈I

λi∇gi(x̄) ∈ B∗.

Observe that the conclusion in the previous corollary remains valid for any function

f having x̄ as a local minimum on K, which is the nature of the constraint qualification.

In the next section we establish a characterization of the validity of the KKT

conditions in a direct way, which will be deduced as a consequence of the strong duality

result as presented in Theorem 2.5.

4 Karush-Kuhn-Tucker conditions under inequality con-

straints

We now derive the KKT conditions without using the Fritz John condition; instead

they will be a consequence of Theorem 2.5.

Consider problem (1) with the same notations for K and I as introduced in Section 3.

Let B ⊆ IRn be a cone. The following approximation of the set K at x̄ ∈ X,

G′(x̄)
.
=
{
v ∈ co B : ∇gi(x̄)>v ≤ 0, i ∈ I

}
,

along with the linear problem:

νc
.
= inf

v∈G′(x̄)
∇f(x̄)>v, (13)

will play an important role in our characterization of the validity of KKT conditions.

It is not difficult to check that νc ∈ {−∞, 0}. Indeed, obviously νc ≤ 0; if νc < 0 then

there exists v0 ∈ G′(x̄) such that ∇f(x̄)>v < 0 yielding νc = −∞ since G′(x̄) is a

cone. We will see below how the value of νc is linked to the fulfillment of the KKT

optimality conditions under no constraint qualification. Before going on some notations

are in order. In what follows |A| denotes the cardinality of the set A.

Let F : IRn → IR× IR|I| be defined by

F (v)
.
=

(
∇f(x̄)>

∇gI(x̄)>

)
v,
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where ∇gI(x̄)> denotes the matrix of order |I| × n whose rows are ∇gi(x̄)> for i ∈ I.

Obviously if I = ∅ then we delete the corresponding submatrix ∇gI(x̄)> from the

definition of F .

The next theorem establishes a characterization of the validity of the KKT con-

ditions at points not necessarily local minima. As already observed, if the system

∇f(x̄)>v < 0, v ∈ G′(x̄) has a solution, then νc = −∞. In this case, for all λi ≥ 0,

i ∈ I, one has

inf
v∈co B

〈∇f(x̄) +
∑
i∈I

λi∇gi(x̄), v〉 ≤ inf
v∈G′(x̄)

〈∇f(x̄), v〉 = νc = −∞.

Theorem 4.1. Consider problem (1), let x̄ ∈ X, and B be a cone in IRn. Then, the

following assertions are equivalent:

(a) νc = 0 and strong duality for Problem (13) holds.

(b) There exist λi ≥ 0, i ∈ I, satisfying

∇f(x̄) +
∑
i∈I

λi∇gi(x̄) ∈ B∗. (14)

(c)

[F (co B) + (IR+× IR
|I|
+ )] ∩ −(IR++×{0}) = ∅. (15)

(d)

co[F (B) + (IR+× IR
|I|
+ )] ∩ −(IR++×{0}) = ∅. (16)

(e) νc = 0 and for every i0 ∈ I:

vk ∈ co B, ‖vk‖ → +∞,∇gi(x̄)>vk + qik → 0, qik ≥ 0,

i ∈ I, i 6= i0, ∇gi0(x̄)>vk → 0, ∇f(x̄)>vk < 0

}
=⇒ lim sup

k
∇f(x̄)>vk = 0.

(17)

Proof. Assume that νc = 0 and consider Problem (13). We observe that strong duality

for (13) is equivalent to say that there exist λi ≥ 0, i ∈ I, satisfying

inf
v∈G′(x̄)

∇f(x̄)>v = inf
v∈co B

〈∇f(x̄) +
∑
i∈I

λi∇gi(x̄), v〉. (18)

Since the left-hand side of (18) is νc = 0, then (18) is equivalent to (14). On the other

hand, by Theorem 2.5, strong duality for (13) holds iff

co cone[F (co B)− νc(1, 0) + (IR+× IR
|I|
+ )] ∩ −(IR++×{0}) = ∅. (19)

By noticing that F (co B) + (IR+× IR
|I|
+ ) is a convex cone due to linearity of F , we

conclude that (19) is equivalent to (15).
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The equivalence between (c) and (d) follows from the equality F (co B) = F (co B).

(e) =⇒ (c): Take (a, 0) ∈ F (co B) + (IR+× IR
|I|
+ ), and suppose that a < 0. Then,

there exist vk ∈ co B, rk ≥ 0, qik ≥ 0, i ∈ I, such that ∇f(x̄)>vk + rk → a and

∇gi(x̄)>vk + qik → 0 for all i ∈ I. In case supk ‖vk‖ < +∞, we obtain, up to a

subsequence, vk → v. Thus rk → a −∇f(x̄)>v ≥ 0, which implies 0 > a ≥ ∇f(x̄)>v.

Then there exists i0 ∈ I satisfying ∇gi0(x̄)>v > 0 since νc = 0. But from the inequality

0 < ∇gi0(x̄)>vk ≤ ∇gi0(x̄)>vk+qi0k for all k sufficiently large, we infer that∇gi0(x̄)>v =

0, reaching a contradiction.

We assume now that ‖vk‖ → +∞. Clearly ∇f(x̄)>vk < 0 for all k sufficiently large.

Therefore, for such k, there exists ik ∈ I such that ∇gik(x̄)>vk > 0 because of νc = 0.

Since I is finite, up to a subsequence, we may assume that ik = i0 for all k ≥ k0, and

therefore ∇gi0(x̄)>vk ≥ 0 for all k ≥ k0. It turns out that, ∇gi0(x̄)>vk → 0. We are

ready to apply (17), to conclude (up to a subsequence) that ∇f(x̄)>vk → 0, implying

that rk → a, providing a contradiction. This proves (15).

(c) =⇒ (e): By (a) νc = 0. Observe that (17) does not hold if, and only if there exist

i0 ∈ I and a sequence vk such that

vk ∈ co B, ‖vk‖ → +∞,∇gi(x̄)>vk + qik → 0, qik ≥ 0,

i ∈ I, i 6= i0, ∇gi0(x̄)>vk → 0, for i0 ∈ I, ∇f(x̄)>vk < 0

}
=⇒ lim sup

k
∇f(x̄)>vk < 0.

If lim sup
k
∇f(x̄)>vk is finite, then, up to a subsequence, lim

k
∇f(x̄)>vk = a < 0. Set

p̄k
.
= −∇f(x̄)>vk

2
> 0, k ≥ k̄, q̄ik = qik, i 6= i0, q̄i0k = 0, ∀k.

Then,

∇f(x̄)>vk + p̄k →
a

2
< 0, ∇gi(x̄)>vk + q̄ik → 0, i ∈ I

which contradicts (15).

If lim sup
k
∇f(x̄)>vk = −∞, set

p̄k
.
= −∇f(x̄)>vk − 1 > 0, k ≥ k̄, q̄ik = qik, i 6= i0, q̄i0k = 0, ∀k.

Then,

∇f(x̄)>vk + p̄k → −1, ∇gi(x̄)>vk + q̄ik → 0, i ∈ I

contradicting (15) again. This completes the proof.

We now establish another characterization of the fulfillment KKT conditions on

the same line considered in [17]. To that purpose we introduce some notations.
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Let ∆
.
= {α ∈ IR|I| :

∑
i∈I αi = 1, αi ≥ 0, i ∈ I}. Whenever S−f (0)

.
= {v ∈ co B :

∇f(x̄)>v < 0} 6= ∅, set

s
.
= min

α∈∆
sup

v∈S−f (0)

∑
i∈I αi∇gi(x̄)>v

∇f(x̄)>v
= sup

v∈S−f (0)

min
α∈∆

∑
i∈I αi∇gi(x̄)>v

∇f(x̄)>v
,

where the second equality follows from the Sion minimax theorem [35].

In case of one single inequality constraint, we will see in the next section that the

convex hull in the definition of S−f (0) can be avoided, since convexity arises naturally.

Theorem 4.2. Let B be a cone in IRn, and assume that x̄ ∈ X. The following asser-

tions are equivalent:

(a) there exist λi ≥ 0, i ∈ I, satisfying

∇f(x̄) +
∑
i∈I

λi∇gi(x̄) ∈ B∗. (20)

(b) either S−f (0) = ∅ or [S−f (0) 6= ∅ with s < 0].

Proof. (a) =⇒ (b): If λi = 0, for all i ∈ I then (20) collapses to ∇f(x̄) ∈ B∗, i.e.

S−f (0) = ∅. If
∑

i∈I λi > 0 and S−f (0) 6= ∅, then from the inequality

1∑
i∈I λi

[∇f(x̄)>v +
∑
i∈I

λi∇gi(x̄)>v] ≥ 0, ∀ v ∈ co B,

we have ∑
i∈I λi∇gi(x̄)>v

(
∑

i∈I λi)∇f(x̄)>v
≤ − 1∑

i∈I λi
< 0, ∀ v ∈ S−f (0),

which implies s < 0.

(b) =⇒ (a): If S−f (0) = ∅, as already observed, then (20) holds with λi = 0, for all

i ∈ I. If S−f (0) 6= ∅ and s < 0, then there exists ᾱ ∈ ∆ such that∑
i∈I ᾱi∇gi(x̄)>v

∇f(x̄)>v
≤ s, ∀ v ∈ S−f (0),

and so

∇f(x̄)>v − 1

s

∑
i∈I

ᾱi∇gi(x̄)>v ≥ 0, ∀ v ∈ S−f (0),

i.e.,

∇f(x̄)− 1

s

∑
i∈I

ᾱi∇gi(x̄) ∈ [S−f (0)]∗ ∈ {−γ∇f(x̄) +B∗ : γ ≥ 0},

where the last equality is due to Corollary 16.4.2 and Theorem 3.6.2 in [33]. From the

last relation it is easily seen that (a) is fulfilled with λi = − ᾱi
(γ + 1)s

≥ 0, i ∈ I, for a

suitable γ ≥ 0. Notice that λi0 > 0 for some i0.
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We must point out that there are instances satisfying the KKT conditions at points

being not necessarily local solutions.

By virtue of Theorem 2.5, the equivalence between (15) and (16) allows us to infer

that we can choose equivalently co B or B in the definition of G′(x̄). In other words,

νc = inf
v∈G′(x̄)

∇f(x̄)>v,

with

G′(x̄)
.
=
{
v ∈ B : ∇gi(x̄)>v ≤ 0, i ∈ I

}
, (21)

provided either (15) or (16) is satisfied.

Before going on, let us put in evidence the main difference of our approach with

those existing in the literature. As outlined above most results deriving the KKT

conditions require some constraint qualification. A rather general one is that due to

Guignard [27], which means, for fixed cone B (the original Guignard CQ was given

with B = T (X; x̄)),

[co T (K; x̄)]∗ = [T (K; x̄)]∗ = [G′(x̄)]∗. (22)

It is proved in [26, Theorem 1] that Guignard constraint qualification, turns out to

be a necessary and sufficient condition for the validity of (14) with B = IRn, for every

objective function f having a local minimum at x̄. When B = T (X; x̄) a similar result

is given in [26, Theorem 2].

Set

G̃(x̄)
.
=
{
v ∈ IRn : ∇gi(x̄)>v ≤ 0, i ∈ I

}
, (23)

and

Γ(x̄)
.
= −[G̃(x̄)]∗ =

{
y =

∑
i∈I

λi∇gi(x̄) : λi ≥ 0, i ∈ I
}
.

In [26, page 13] it is proved that the condition

[T (K; x̄)]∗ = −Γ(x̄) +B∗ (24)

is necessary and sufficient for (14) to be fulfilled for any objective function f having x̄

as a local minimum on K.

We observe that (24) implies (22). Indeed, because of Corollary 16.4.2 in [33], from

(24) we have:

[co T (K; x̄)]∗ = [T (K; x̄)]∗ = −Γ(x̄)+B∗ = −Γ(x̄) + (co B)∗ = [G̃(x̄)∩coB]∗ = (G′(x̄))∗.

Unlike the above results and many others, which involve conditions on gi and X

that guarantee (20) for every function f having x̄ as a local minimum on K, our
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approach allows us to derive conditions on f , gi and X, jointly, that ensure (20). To

that end Theorems 4.1 and 4.2 will play an important role. Thus, we expect to cover

situations where the constraint qualification (22) fails (and so also (24) fails), which is

illustrated by Example 4.5.

In the remaining part of this paper, unless otherwise specified, we will assume that

B = T (X; x̄) and G′(x̄) is defined as in (21), in such a case νc will be simply denoted

by ν.

Thus, if optimality is imposed at x̄, we obtain the following new theorem which

covers situations where T (X; x̄) may be non convex, by relaxing condition (17) but

requiring the convexity of F (T (X; x̄)) + (IR× IR
|I|
+ ). When there is a single inequality

constraint such a convexity requirement appears also as a necessary condition as it will

be shown in Theorem 5.2.

Theorem 4.3. Assume in addition that gi is continuous for i 6∈ I and that x̄ is a local

solution to (1) and F (T (X; x̄)) + (IR× IR
|I|
+ ) is convex. The following assertions are

equivalent:

(a) for every i0 ∈ I:

vk ∈ T (X; x̄), ∇gi(x̄)>vk + qik → 0, qik ≥ 0,

i ∈ I, i 6= i0, ∇gi0(x̄)>vk → 0, ∇f(x̄)>vk < 0

}
=⇒ lim sup

k
∇f(x̄)>vk = 0,

(25)

(b) there exist λi ≥ 0, i ∈ I, satisfying

∇f(x̄) +
∑
i∈I

λi∇gi(x̄) ∈ [T (X; x̄)]∗. (26)

Proof. (a) =⇒ (b): By virtue of (d) in Theorem 4.1 (with B = T (X; x̄)), we need to

check that

[F (T (X; x̄)) + (IR+× IR
|I|
+ )] ∩ −(IR++×{0}) = ∅. (27)

The proof is similar as that in Theorem 4.1. Take (a, 0) ∈ F (T (X; x̄)) + IR
1+|I|
+ , and

suppose that a < 0. Then, there exist vk ∈ T (X; x̄), rk ≥ 0, qik,≥ 0, i ∈ I, such that

∇f(x̄)>vk + rk → a and ∇gi(x̄)>vk + qik → 0 for all i ∈ I. Clearly ∇f(x̄)>vk < 0

for all k sufficiently large. Therefore, for such k ∈ N, there exists ik ∈ I such that

∇gik(x̄)>vk ≥ 0 since x̄ is optimal, see (7). Since I is finite, up to a subsequence, we

may assume that ik = i0 for all k ≥ k0, and therefore ∇gi0(x̄)>vk ≥ 0 for all k ≥ k0.

It turns out that, ∇gi0(x̄)>vk → 0. We are ready to apply (25), to conclude (up to a

subsequence) that ∇f(x̄)>vk → 0, implying that pk → a, providing a contradiction.

This proves (27) and the conclusion follows from Theorem 4.1.
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(b) =⇒ (a): It follows from a similar reasoning to that used to prove (c) =⇒ (e) in

Theorem 4.1 with T (X; x̄) instead of co B.

Observe that from the proof of the preceding theorem, it immediately follows that,

if x̄ is a local solution and (25) holds then ν = 0. It follows since the latter amounts

to write

[F (T (X; x̄)) + (IR+× IR
|I|
+ )] ∩ −(IR++×{0}) = ∅.

The next example shows that the convexity assumption in Theorem 4.3 is not

necessary for the validity of the KKT conditions; whereas Example 4.5 shows that it

may happen that (26) is sharper than (20) under (22).

Example 4.4. Consider Problem (1) with the following data: f(x1, x2) = −x1 + x2
2,

g1(x1, x2) = −x2, g2(x1, x2) = x1 + x2, and

X
.
=
{

(x1, x2) ∈ IR2
+ : x1x2 = 0

}
.

Obviously x̄
.
= (0, 0) is the only feasible point and so the optimal solution. Clearly X

is a closed cone, so T (X; x̄) = X. We obtain

F (v) =


−1 0

0 −1

1 1


(
v1

v2

)
=


−v1

−v2

v1 + v2


F (T (X; x̄)) =

{
u ∈ IR3 : u1 = −v1, u2 = −v2, u3 = v1 + v2, v1v2 = 0, v1 ≥ 0, v2 ≥ 0

}
,

F (T (X; x̄))+IR3
+ =

{
u ∈ IR3 : u1 ≥ −v1, u2 ≥ −v2, u3 ≥ v1+v2, v1v2 = 0, v1 ≥ 0, v2 ≥ 0

}
is a closed non convex set: in fact, u1 .

= (0,−1, 1), u2 .
= (−1, 0, 1) ∈ F (T (X; x̄)) + IR3

+,

but 1
2(u1 + u2) = (−1

2 ,−
1
2 , 1) 6∈ F (T (X; x̄)) + IR3

+ since the set{
(u1, u2, u3) ∈ IR3 : −1

2
≥ −v1, −

1

2
≥ −v2, 1 ≥ v1 + v2, v1v2 = 0, v1 ≥ 0, v2 ≥ 0

}
is empty. Moreover, note that KKT conditions hold with λ∗1 = λ∗2 = 1.

We further observe that the assumptions of Theorem 4.9 are fulfilled.

Example 4.5. Consider the functions f(x1, x2)
.
= x2, g1(x1, x2)

.
= (x1 − 1)2 + (x2 −

1)2 − 1, g2(x1, x2)
.
= (x1 − 1)2 + (x2 + 1)2 − 1, and X

.
= IR2.

Obviously the feasible set is K = {x̄} = {(1, 0)}, and therefore x̄ is a minimum point.

Then T (K; x̄) = {(0, 0)} and G′(x̄) = {(x1, 0) : x1 ∈ IR}, which implies that ν = 0. On

the other hand, since T (X; x̄) = IR2, we obtain F (T (X; x̄)) = F (IR2) = {t(1,−2, 2) ∈
IR3 : t ∈ IR}. Thus,

F (IR2) + (IR+× IR2
+) = {(u, v1, v2) ∈ IR3 : u ≥ t, v1 ≥ −2t, v2 ≥ 2t, t ∈ IR},
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which is convex. Moreover, it easy to check that (25) is satisfied. Hence by applying

Theorem 4.3, (26) holds. The same conclusion is obtained if we apply Theorem 4.2

with B = IRn: here, we get S−f (0) = {(v1, v2) : v2 < 0} and s = −2.

On the other hand, condition (22) is satisfied for B = {0} and B = [G̃(x̄)]∗, and the

corresponding KKT conditions (20) provides less information than (26).

In addition, we point out that G0(x̄) = ∅ for any cone B satisfying co B ⊆ T (X; x̄),

so that Corollary 3.4 is not applicable.

By considering the objective f(x1, x2) = x1 instead of the previous one, we get

easily that ν = −∞, that is, the system ∇f(x̄)>v < 0, v ∈ G′(x̄) has a solution.

Consequently, for all λi ≥ 0, i = 1, 2, one has

inf
v∈IR2
〈∇f(x̄) +

2∑
i=1

λi∇gi(x̄), v〉 = −∞.

Let us consider a couple of conditions which seem to be more verifiable than (25):

• [vk ∈ T (X; x̄), vk → v 6= 0, ∇f(x̄)>vk < 0] =⇒ ∇gj(x̄)>v > 0, ∀ j ∈ I; (28)

• for every i ∈ I,

[vk ∈ T (X; x̄), ∇gi(x̄)>vk → 0, ∇f(x̄)>vk < 0] =⇒ lim sup
k
∇f(x̄)>vk = 0. (29)

The following proposition clarifies the relationships between the above two condi-

tions and (25).

Proposition 4.6. Assume that x̄ ∈ K. Then, we have

(28) =⇒ (29) =⇒ (25).

In addition, (28) also implies ν = 0.

Proof. Firstly, we easily obtain that (28) implies ν = 0 (simply take the constant

sequence v to get ν = 0).

(28) =⇒ (29): Let i ∈ I, vk ∈ T (X; x̄) such that ∇gi(x̄)>vk → 0, ∇f(x̄)>vk < 0. If

vk → 0, then (29) obviously holds. Two possibilities now arise: sup
k∈N
‖vk‖ < +∞ with

vk 6→ 0 and sup
k∈N
‖vk‖ = +∞. In the first case, up to a subsequence, we get vk → v 6= 0.

In such a case, since ∇f(x̄)>vk < 0, by (28) we get ∇gj(x̄)>v > 0 for all j ∈ I, yielding

a contradiction.

In the second case, we may assume, up to a subsequence, that ‖vk‖ → +∞,
vk
‖vk‖

→

v0 6= 0. Since ∇f(x̄)>
vk
‖vk‖

< 0 by (28) we get ∇gj(x̄)>v0 > 0 for all j ∈ I. Moreover,
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since ∇gi(x̄)>vk → 0 then ∇gi(x̄)>
vk
‖vk‖

→ 0, which contradicts that ∇gi(x̄)>v0 > 0.

This proves that under (28), the conditions in the left-hand side of (29) are fulfilled

only if vk → 0, so that (29) holds.

(29) =⇒ (25): It is straightforward.

The following instance, where T (X; x̄) is convex, asserts that condition (25) does

not imply (29).

Example 4.7. Consider the problem

min{x2 : x1 − x2 ≤ 0, − x1 − x2 ≤ 0, x ∈ X .
= IR2}.

Obviously x̄
.
= (0, 0) is an optimal solution, T (X; x̄) = X and

F (v) =


0 1

1 −1

−1 −1


(
v1

v2

)
=


v2

v1 − v2

−v1 − v2

 .

It is a nice exercise to check that condition (25) holds. In order to show that (29) is not

satisfied we reason as follows. Let i = 1, g1(x) = x1−x2 and choose vk = (v1k, v2k) with

v1k = v2k and v2k → −∞ (v2k < 0). Then, ∇g1(x̄)>vk = 0 and ∇f(x̄)>vk = v2k < 0

for all k, but v2k 6→ 0.

Next example shows that (28) (which implies ν = 0) does not guarantee that Fritz

John condition holds.

Example 4.8. Consider the problem

min{x1 : − 3

2
x1 − x2 ≤ 0, − 2x1 − x2 ≤ 0, x ∈ X},

where

X
.
=
{

(x1, x2) ∈ IR2 : x2 = 0, x1 ≥ 0
}
∪
{

(x1, x2) ∈ IR2 : x1 = −x2, x1 ≤ 0
}
.

Take x̄ = (0, 0). Obviously X is a closed cone so that T (X; x̄) = X and x̄ is the optimal

solution. Moreover, we obtain

F (v) =


1 0

−3
2 −1

−2 −1


(
v1

v2

)
=


v1

−3
2v1 − v2

−2v1 − v2


and so (28) is fulfilled. In fact

[vk ∈ T (X; x̄), vk → v 6= 0, ∇f(x̄)>vk < 0] =⇒ ∇gj(x̄)>v > 0, ∀ j ∈ I,
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is equivalent to

[(vk1 ,−vk1 )→ v 6= 0, vk1 < 0] =⇒ [−3

2
v1 − v2 > 0 and − 2v1 − v2 > 0],

which is true since v
.
= (v1, v2) = (v1,−v1) with v1 < 0.

On the other hand, observe that the problem

min{v1 : − 3

2
v1 − v2 ≤ 0, − 2v1 − v2 ≤ 0, v ∈ T (X, x̄)},

has optimal value ν = 0 (the linearization coincides with the given problem), while

ν0 = −∞. Actually,

ν0 = min{v1 : − 3

2
v1 − v2 < 0, − 2v1 − v2 < 0, v ∈ co T (X, x̄)},

with co T (X, x̄) = {(v1, v2) : −v1 − v2 ≤ 0, v2 ≥ 0}. Thus, by Theorem 3.1 the Fritz

John conditions are not fulfilled as we can also check directly: we have that [T (X; x̄)]∗ =

{(x1, x2) : x1 − x2 ≤ 0, x1 ≥ 0} and FJ conditions are given by the system

λ0

(
1

0

)
− λ1

(
3
2

1

)
− λ2

(
2

1

)
=

(
y1

y2

)
, λ ≥ 0, λ 6= 0, y1 ≥ 0, y1 − y2 ≤ 0,

which is impossible.

Next result establishes a sufficient condition for a KKT point to be a strict local

minimum.

Theorem 4.9. Assume that x̄ ∈ K satisfies (26) with λi ≥ 0 for i ∈ I. If there exists

i0 ∈ I such that λi0 > 0 and

[v ∈ T (X; x̄), ∇f(x̄)>v = 0 = ∇gi0(x̄)>v] =⇒ v = 0. (30)

Then x̄ is a strict local solution to Problem (1).

Proof. By assumption, we have

∇f(x̄)>v ≥ −
∑
i∈I

λi∇gi(x̄)>v, ∀ v ∈ T (X; x̄).

In particular, since

T (K; x̄) ⊆ {v ∈ T (X; x̄) : ∇gi(x̄)>v ≤ 0, i ∈ I} ⊆ T (X; x̄),

we get

∇f(x̄)>v ≥ −
∑
i∈I

λi∇gi(x̄)>v ≥ 0, ∀ v ∈ T (K; x̄).
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Thus, if ∇f(x̄)>v = 0 then λi∇gi(x̄)>v = 0 for all i ∈ I, which implies that

∇gi0(x̄)>v = 0 since λi0 > 0. By (30), v = 0. Hence

∇f(x̄)>v > 0, ∀ v ∈ T (K; x̄) \ {0},

which implies that x̄ is a strict local optimal solution to (1).

For completeness we establish a corollary under the Guignard constraint qualifica-

tion as expressed in (22).

If x̄ is a local solution to (1) then it is well known that [36, 27, 25]:

∇f(x̄)>v ≥ 0, ∀ v ∈ T (K; x̄),

that is, ∇f(x̄) ∈ [T (K; x̄)]∗. Thus, by imposing the constraint qualification (22), we

obtain ∇f(x̄)>v ≥ 0, for all v ∈ G′(x̄), or equivalently, the system: v ∈ co B〈∇f(x̄), v〉 < 0,

〈∇gi(x̄), v〉 ≤ 0, i ∈ I,
(31)

has no solution, which is equivalent to have νc = 0. Thus the next result is obtained.

Corollary 4.10. Let x̄ ∈ K be a local solution to (1). If (22) holds and F (co B) +

IR+× IR
|I|
+ is closed (in particular if co B is polyhedral) with B ⊆ IRn being a cone,

then, there exist λi ≥ 0, i ∈ I, satisfying

∇f(x̄) +
∑
i∈I

λi∇gi(x̄) ∈ B∗.

Proof. We notice that the impossibility of system (31) amounts to writing that

F (co B) ∩ −(IR++× IR
|I|
+ ) = ∅,

or, equivalently

(F (co B) + IR+× IR
|I|
+ ) ∩ −(IR++× IR

|I|
+ ) = ∅,

which, in turn, is equivalent to

(F (co B) + IR+× IR
|I|
+ ) ∩ −(IR++×{0}) = ∅. (32)

Thus, by assumption, (15) holds, and therefore, by Theorem 4.1, the conclusion follows.

Remark 4.11. The proof of Corollary 4.10 clarifies the connections between Guignard

constraint qualification (22) and (15) of Theorem 4.1. Actually (22) allows one to

establish directly that, under suitable conditions (as co B polyhedral), (32) is equivalent

to (15). For example, by setting B
.
= T (X; x̄), the previous corollary includes the case

where X is open under the Guignard constraint qualification.
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Let us recall the following condition already mentioned at the end of Section 3,

which is related to the Mangasarian-Fromovitz type constraint qualification:

∃ v̄ ∈ ri co B : 〈∇gi(x̄), v̄〉 < 0, i ∈ I. (33)

This assumption implies the validity of the KKT conditions (Corollary 3.4) and is

stronger than (22) provided co B = T (X; x̄), as the following proposition shows.

Proposition 4.12. Let X 6= ∅ and B ⊆ IRn is a cone such that co B ⊆ T (X; x̄).

Assume, in addition that gi is continuous for i 6∈ I, and that there exists v̄ ∈ rico B

such that 〈∇gi(x̄), v̄〉 < 0, i ∈ I. Then, G′(x̄) ⊆ T (K; x̄), where G′(x̄)
.
= {v ∈ co B :

∇gi(x̄)>v ≤ 0, i ∈ I}.
If, in addition co B = T (X; x̄), then G′(x̄) = T (K; x̄) and, as a consequence, T (K; x̄)

is convex.

Proof. Define the set

G0(x̄)
.
= {v ∈ ri co B : ∇gi(x̄)>v < 0, i ∈ I}.

We first prove that G0(x̄) ⊆ T (K, x̄). Indeed, let v ∈ G0(x̄) 6= ∅. Since v ∈ ri co B ⊆
T (X; x̄) then there exists λk > 0, xk ∈ X, xk → x̄, λk(xk − x̄) → v. Thus, by the

differentiability assumptions

gi(xk) = gi(x̄) + 〈∇gi(x̄), xk − x̄〉+ ‖xk − x̄‖o(‖xk − x̄‖), i ∈ I,

and multipling the previous equalities by λk, letting k → +∞ and exploiting the choice

of v, we have that there exists k0 such that gi(xk) < 0 for all i ∈ I and all k ≥ k0.

If i 6∈ I, then gi(x̄) < 0 and continuity of gi implies gi(xk) < 0, for all k ≥ k1, so

that there exists k2 such that the sequence xk is feasible for k ≥ k2: it follows that

v ∈ T (K; x̄). This proves G0(x̄) ⊆ T (K, x̄), and therefore

G′(x̄) = G0(x̄) ⊆ T (K; x̄),

where the equality is due to Theorem 6.5 in [33], which proves the first part of the

statement.

If, furthermore, co B = T (X; x̄), then we have T (K; x̄) ⊆ G′(x̄), which along with the

previous inclusion complete the proof.

Remark 4.13. Proposition 4.12 proves that (33) implies

[T (K; x̄)]∗ ⊆ [G′(x̄)]∗, (34)
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provided that co B ⊆ T (X; x̄). We note that (34) can be considered as a generalized

Guignard constrained qualification: actually, Corollary 4.10 is still valid replacing (22)

with (34). Finally, observe that whenever T (K; x̄) ⊆ co B, (22) and (34) are equivalent;

in fact, in general, T (K; x̄) ⊆ G̃(x̄) (see (23)) so that

T (K; x̄) ⊆ [G̃(x̄) ∩ co B] = G′(x̄).

Therefore, the opposite inclusion holds in (34) and (22) follows.

5 The case of a single inequality constraint

We now discuss the Fritz John and the KKT optimality conditions for the minimization

problem (1) under a single inequality constraint, i.e., with m = 1.

Here g
.
= g1, and f, g : IRn → IR are differentiable functions at a given x̄ ∈ X. This

special situation allows us to characterize completely the fulfillment of the Fritz John

and the KKT optimality conditions in a more precise way. Both results exploit the

special structure of the two-dimensionality of the image space.

We point out that a device on how to reduce a quasiconvex minimization problem

with many inequality constraints into one with a single constraint is presented in [17,

Theorem 3.6].

We start by establishing several characterization to the validity of the Fritz John

optimality condition. They will be consequences of Proposition 2.4.

In order to apply Proposition 2.4, let us denote as before

F
.
=

(
∇f(x̄)>

∇g(x̄)>

)
, i.e., F (v)

.
= (∇f(x̄)>v,∇g(x̄)>v),

and consider

C = T (X; x̄), F (C) = {F (v) ∈ IR2 : v ∈ T (X; x̄)}.

We know that (see the proof of Corollary 3.2) if x̄ is a local solution to (1) with

g(x̄) = 0, then (7) has no solution, i.e., F (T (X; x̄)) ∩ (− IR2
++) = ∅. Hence we obtain

the following theorem, which is new, and characterizes completely the fulfillment of

the Fritz John optimality condition.

Theorem 5.1. Let x̄ ∈ X be a local solution to (1) with g(x̄) = 0. The following

assertions are equivalent:

(a) (F (T (X; x̄)) + IR2
++) ∪ {(0, 0)} is pointed;

(b) F (T (X; x̄)) + IR2
+ is convex;
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(c) F (T (X; x̄)) + IR2
+ is convex;

(d) F (T (X; x̄)) + IR2
++ is convex;

(e) there exist (λ0, λ1) ∈ IR2
+ \{(0, 0)} such that

λ0∇f(x̄) + λ1∇g(x̄) ∈ [T (X; x̄)]∗.

Proof. It is a direct consequence of Proposition 2.4 with the notations as above.

Now, let us turn our attention to the KKT optimality conditions. We first notice

that for all sets A ⊆ IR2, one has

(A+ IR2
+) ∩ (− IR++×{0}) = ∅ =⇒ (A+ IR2

+) ∩ (− IR2
++) = ∅. (35)

We associate with problem (1) its linearization for a given x̄ ∈ X:

ν
.
= inf

v∈G′(x̄)
∇f(x̄)>v,

where

G′(x̄)
.
=
{
v ∈ T (X; x̄) : ∇g(x̄)>v ≤ 0

}
, g(x̄) = 0.

We already know that ν ∈ {−∞, 0}, and immediately get

ν = 0 ⇐⇒ [v ∈ T (X; x̄), ∇f(x̄)>v < 0 =⇒ ∇g(x̄)>v > 0]

⇐⇒ F (T (X; x̄)) ∩ −(IR++× IR+) = ∅;

⇐⇒ [F (T (X; x̄)) + IR2
+] ∩ (− IR++×{0}) = ∅.

The following characterization of the validity of the KKT conditions is obtained for

a point not necessarily a local solution and it is the analogue to Theorem 4.1 with

B = T (X; x̄). Contrary to the case discussed in the preceding section where convexity

arises as a sufficient condition, it appears here as a necessary condition as well.

Theorem 5.2. Assume that x̄ ∈ X, g(x̄) = 0. The following assertions are equivalent:

(a) ∃ λ∗ ≥ 0 such that

∇f(x̄) + λ∗∇g(x̄) ∈ [T (X; x̄)]∗. (36)

(b) F (T (X; x̄)) + IR2
+ is convex and

[F (T (X; x̄)) + IR2
+] ∩ (− IR++×{0}) = ∅. (37)
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(c) F (T (X; x̄)) + IR2
+ is convex, ν = 0 and

[vk ∈ T (X; x̄), ‖vk‖ → +∞,∇g(x̄)>vk → 0, ∇f(x̄)>vk < 0]

=⇒ lim sup
k
∇f(x̄)>vk = 0. (38)

Proof. (a) ⇐⇒ (b): From Theorem 4.1, (a) is equivalent to co[F (T (X; x̄)) + IR2
+] ∩

(− IR++×{0}) = ∅. Thus, from (35) it follows that [F (T (X; x̄)) + IR2
+]∩ (− IR2

++) = ∅.
On the other hand, by (d) in Proposition 2.4, we infer the convexity of F (T (X; x̄))+IR2

+.

This proves one implication; the other is straightforward, again by Theorem 4.1.

(b) ⇐⇒ (c): We now prove that (37) is equivalent to ν = 0 and (38). As-

sume that (37) holds. Then, as observed above, ν = 0. Take any vk ∈ T (X; x̄),

lim
k
∇g(x̄)>vk = 0, ∇f(x̄)>vk < 0. Thus ∇g(x̄)>vk > 0. Suppose, on the contrary,

that lim sup
k
∇f(x̄)>vk = ξ < 0. First consider ξ ∈ IR. Then, up to a subsequence,

∇f(x̄)>vk → ξ. Since (
∇f(x̄)>

∇g(x̄)>

)
vk ∈ F (T (X; x̄)) + IR2

+,

we get (ξ, 0) ∈ [F (T (X; x̄)) + IR2
+] ∩ −(IR++×{0}), yielding a contradiction.

Consider now that ξ = −∞. Up to a subsequence, ∇f(x̄)>vk → −∞. Due to linearity(
∇f(x̄)>

∇g(x̄)>

)
v′k ∈ F (T (X; x̄)) + IR2

+,

where v′k = − vk
∇f(x̄)>vk

. Thus

(−1, 0) ∈ [F (T (X; x̄)) + IR2
+] ∩ −(IR++×{0}),

yielding a contradiction.

Assume that (38) and ν = 0 hold. Take (a, 0) ∈ F (T (X; x̄)) + IR2
+, and suppose that

a < 0. Then, there exist vk ∈ T (X; x̄), rk ≥ 0, qk ≥ 0 such that ∇f(x̄)>vk + rk → a

and ∇g(x̄)>vk + qk → 0. Assume first that supk ‖vk‖ < +∞. Up to a subsequence,

we get vk → v ∈ T (X; x̄). Thus rk → a − ∇f(x̄)>v ≥ 0, which implies that 0 >

a ≥ ∇f(x̄)>v. Then ∇g(x̄)>v > 0 (since ν = 0), and so from the inequality 0 <

∇g(x̄)>vk ≤ ∇g(x̄)>vk + qk, we obtain ∇g(x̄)>v = 0, giving a contradiction.

Assume now that supk ‖vk‖ = +∞. Up to a subsequence, we have ‖vk‖ → +∞.

Clearly ∇f(x̄)>vk < 0 and therefore ∇g(x̄)>vk > 0 since ν = 0. This together with

the non-negativity of qk imply ∇g(x̄)>vk → 0 and qk → 0. By (38), we obtain, up to a

subsequence, that ∇f(x̄)>vk → 0. This gives rk → a, a contradiction, since a < 0.
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In the same spirit of Theorem 4.2, whenever

S−f (0)
.
= {v ∈ T (X; x̄) : ∇f(x̄)>v < 0} 6= ∅,

set

s
.
= sup

v∈S−f (0)

∇g(x̄)>v

∇f(x̄)>v
.

Notice that we do not require the convex hull of T (X; x̄) in the definition of S−f (0)

as occurs in Theorem 4.2.

Theorem 5.3. Assume that x̄ ∈ X is such that g(x̄) = 0. The following assertions

are equivalent:

(a) ∃ λ∗ ≥ 0 such that

∇f(x̄) + λ∗∇g(x̄) ∈ [T (X; x̄)]∗;

(b) F (T (X; x̄)) + IR2
+ is convex and either S−f (0) = ∅ or [S−f (0) 6= ∅ with s < 0].

Proof. (a) =⇒ (b): The convexity property follows from Theorem 5.2. If λ∗ = 0 then

(36) collapses to ∇f(x̄) ∈ [T (X; x̄)]∗, i.e., S−f (0) = ∅. If λ∗ > 0 and S−f (0) 6= ∅, then

from the inequality

∇f(x̄)>v + λ∗∇g(x̄)>v ≥ 0, ∀ v ∈ T (X; x̄),

we have
∇g(x̄)>v

∇f(x̄)>v
≤ − 1

λ∗
< 0, ∀ v ∈ S−f (0),

which implies s < 0.

(b) =⇒ (a): First notice that if either S−f (0) = ∅ or S−f (0) 6= ∅ with s < 0, we obtain

ν = 0. Obviously if S−f (0) = ∅ then (a) holds with λ∗ = 0. Otherwise we easily obtain

(37) from the fact s < 0, and so (a) holds as well.

Remark 5.4. A simple application of Theorem 5.1 allows us to assert that:

• S−f (0) = ∅ implies the convexity of F (B) + IR2
+ for all cones B ⊆ T (X; x̄);

• S−f (0) 6= ∅ with s < 0 implies the convexity of F (S−f (0)) + IR2
+. Indeed, If S−f (0) 6= ∅

and s < 0, then
∇g(x̄)>v

∇f(x̄)>v
≤ s, ∀ v ∈ S−f (0),

and so

∇f(x̄)>v − 1

s
∇g(x̄)>v ≥ 0, ∀ v ∈ S−f (0).

Then, the conclusion follows from Proposition 2.4.
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Certainly our previous result applies to situations where x̄ needs not to be a local

solution.

In case x̄ is optimal, we obtain the following new result which includes situations

where the Guignard constraint qualification fails.

Corollary 5.5. Assume that x̄ is a local solution to (1) such that g(x̄) = 0. Then,

F (T (X; x̄))+IR2
+ is convex and (39) is satisfied if, and only if the KKT condition (36)

holds, where

[vk ∈ T (X; x̄),∇g(x̄)>vk → 0, ∇f(x̄)>vk < 0] =⇒ lim sup
k
∇f(x̄)>vk = 0. (39)

Proof. One implication is as follows. Assuming the KKT conditions, by Theorem 5.2

we obtain ν = 0, the convexity of F (T (X; x̄)) + IR2
+, and that (39) holds with the

additional requirement ‖vk‖ → +∞. It remains to consider the case supk ‖vk‖ < +∞
with vk ∈ T (X; x̄) satisfying the left hand-side of (39). Up to a subsequence, vk → v ∈
T (X; x̄), and so ∇g(x̄)>v = 0 and ∇f(x̄)>v ≤ 0. Hence ∇f(x̄)>v = 0 (ν = 0), which

is the desired result, completing the proof of (39).

The other implication is obtained from Theorem 4.3.

By virtue of the preceding corollary, one can ask whether ν = 0 may be substituted

by the assumption that x̄ be a local solution to (1) in Theorem 5.2. The instance

min{−x1 + cos(x2) : x1(x2 + 1) ≤ 0, x ∈ X .
= IR2}, x̄ .

= (0, 0), (40)

answers this question in the negative form.

Remark 5.6. Corollary 5.5 covers situations where results derived via exactness of

penalty functions are not applicable. Indeed, our previous result applies to Example 2.2

in [37]: min{x : x2 − x ≤ 0} = 0 = x̄, but [37, Theorem 2.1] is not applicable.

Remark 5.7. The proof of the equivalence between (b) and (c) actually proves that

[F (T (X; x̄)) + IR2
+] ∩ (− IR++×{0}) = ∅ ⇐⇒ F (T (X; x̄)) ∩ (− IR++× IR+) = ∅.

An instance showing the closure in (37) cannot be deleted is exhibited in Example

5.17.

In what follows we exhibit two instances showing the wide applicability of our

Theorem 5.2: Example 5.8 allows us to infer the existence of situations where Corollary

3.4 is not applicable (since condition (10) is not satisfied for any cone B such that

co B ⊆ T (X; x̄)) but our main theorem applies; whereas Example 5.9 does not satisfy

the Guignard constraint qualification (22).
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Example 5.8. (Corollary 3.4 is not applicable) Consider the problem

min{−x1 + x2 : x1 − x2 ≤ 0, x ∈ X},

where X
.
=
{

(x1, x2) ∈ IR2
+ : x2 ≤ x1

}
, which has x̄

.
= (0, 0) as an optimal solution.

Since X is a closed cone, T (X; x̄) = X. Setting

F (v)
.
=

(
−1 1

1 −1

)(
v1

v2

)
=

(
−v1 + v2

v1 − v2

)
,

we get

F (T (X; x̄)) =
{

(u1, u2) ∈ IR2 : u1 = −v1 + v2, u2 = v1 − v2, v1 ≥ 0, v2 ≥ 0, v2 ≤ v1

}
=

{
(u1, u2) ∈ IR2 : u2 = −u1, u1 ≤ 0

}
.

Thus

F (T (X; x̄)) + IR2
+ =

{
(u1, u2) ∈ IR2 : u2 ≥ −u1, u1 ≥ 0,

}
is a closed convex set. We observe that (37) is satisfied, so we can apply Theorem 5.2.

It is easily seen that KKT conditions hold with λ∗ = 1.

On the other hand, G0(x̄)
.
= {v ∈ co B : ∇g(x̄)>v < 0} = ∅ for any cone B satisfying

co B ⊆ T (X; x̄), so that Corollary 3.4 is not applicable.

Example 5.9. (The Guignard constraint qualification fails) Consider Example 4.5

with the same data but with a slight modification:

min{x2 : (x1 − 1)2 + (x2 − 1)2 − 1 ≤ 0, (x1, x2) ∈ X},

where X
.
= {(x1, x2) ∈ IR2 : (x1− 1)2 + (x2 + 1)2− 1 ≤ 0}. Obviously K

.
= {(x1, x2) ∈

X : g1(x1, x2) ≤ 0} = {(1, 0)}. Take x̄ = (1, 0), which is a minimum point. Then

T (K; x̄) = {(0, 0)} and G′(x̄) = {(x1, 0) : x1 ∈ IR}. This implies that ν = 0. On the

other hand T (X; x̄) = {(x1, x2) ∈ IR2 : x2 ≤ 0}, and so the Guignard condition (22)

is not satisfied for B = T (X; x̄).

Let us check that (b) of the previous theorem is fulfilled. We obtain F (T (X; x̄)) =

{t(1,−2) ∈ IR2 : t ≤ 0}. Thus

F (T (X; x̄)) + IR2
+ = {(u, v) ∈ IR2 : u ≥ t, v1 ≥ −2t, t ≤ 0}.

Due to polyhedrality of T (X; x̄) and linearity of F , we get F (T (X; x̄)) + IR2
+ =

F (T (X; x̄)) + IR2
+, and therefore (37) is fulfilled, proving that (b) of the preceding the-

orem holds, and so (36) is satisfied.

A more verifiable condition implying (37), or equivalently ν = 0 and (38), is ob-

tained in the next proposition, which is a particular case of Proposition 4.6.
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Proposition 5.10. Assume that x̄ ∈ X, g(x̄) = 0. If

[vk ∈ T (X; x̄), vk → v 6= 0, ∇f(x̄)>vk < 0] =⇒ ∇g(x̄)>v > 0, (41)

then, ν = 0 and (38) holds.

Remark 5.11. The example in (40) shows that the reverse implication in the preceding

proposition fails. In fact (41) becomes

[vk ∈ T (X; x̄), vk → v 6= 0, − vk1 < 0] =⇒ v1 > 0,

which does not hold as we can see by choosing vk = (1/k, 1) ∈ T (X; x̄), k ∈ N . Hence,

(41) is not necessary for the validity of the KKT conditions.

The same result is obtained by Example 5.8, that is, (41) is not fulfilled. Indeed, let

vk
.
= (1,mk), with 0 ≤ mk < 1, mk → 1. Then vk ∈ T (X; x̄) = X and

∇f(x̄)>vk = −1 +mk < 0,

but since vk → v = (1, 1), we have ∇g(x̄)>v = 0.

Remark 5.12. By noticing that co A is always polyhedral whenever A is a cone in IR2,

we conclude that [F (T (X; x̄)) + IR2
+] is polyhedral since F (T (X; x̄)) + IR2

+ is convex.

In case F (T (X; x̄)) + IR2
+ is closed (this holds for instance if T (X; x̄) is polyhedral,

as in the preceding examples), (b) of Theorem 5.2 reduces to

[F (T (X; x̄)) + IR2
+] ∩ (− IR++×{0}) = ∅,

which is equivalent to

[v ∈ T (X; x̄), ∇f(x̄)>v < 0] =⇒ ∇g(x̄)>v > 0,

or, equivalently ν = 0. In case T (X; x̄) is polyhedral, that is, if T (X; x̄) = {v ∈
IRn : Av ≤ 0} for some real m× n matrix, then the previous implication holds if, and

only if (by Farkas lemma) the system

∇f(x̄) + λ∗∇g(x̄) +A>u = 0, u ∈ IRm
+ , λ

∗ ≥ 0,

has solution. This equality expresses actually

∇f(x̄) + λ∗∇g(x̄) ∈ [T (X; x̄)]∗,

since [T (X; x̄)]∗ = {A>v : v ≤ 0}.

A simpler sufficient condition is expressed in the following result.
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Proposition 5.13. Assume that x̄ ∈ X, g(x̄) = 0. If either

(a) ν = 0 and

[v ∈ T (X; x̄), ∇f(x̄)>v = 0 = ∇g(x̄)>v] =⇒ v = 0, or (42)

(b) x̄ is a local solution to (1) and

[v ∈ T (X; x̄), ∇f(x̄)>v ≤ 0 = ∇g(x̄)>v] =⇒ v = 0,

then, either S−f (0) = ∅ or [S−f (0) 6= ∅ with s < 0] holds.

Proof. In case S−f (0) = ∅ we are done. By assuming that S−f (0) 6= ∅ we shall prove

that s < 0. If on the contrary, s = 0, due to homogeneity, we can find a sequence

vk ∈ S−f (0), ‖vk‖ = 1, vk → v such that
∇g(x̄)>vk
∇f(x̄)>vk

→ 0. In both cases (a) or (b), we

get ∇f(x̄)>v ≤ 0 and ∇g(x̄)>v ≥ 0. The fact that ν = 0 and s = 0 allow us to infer

that ∇f(x̄)>v = 0 = ∇g(x̄)>v, yielding a contradiction. In case x̄ is a local solution to

(1), ∇f(x̄)>v ≤ 0 and ∇g(x̄)>v > 0 is impossible since s = 0, and so a contradiction

is achieved.

We observe that Example 3.3 satisfies condition (42).

Remark 5.14. The instance in (40) and Example 5.8 show that reverse implication

in the previous proposition fails in general, since in both cases (42) does not hold.

Next remark states that the assumptions of Proposition 5.13 are stronger than that

of Proposition 5.10.

Remark 5.15. We claim that

[ν = 0 and (42)] =⇒ (41).

In fact, take vk ∈ T (X; x̄), vk → v 6= 0, such that ∇f(x̄)>vk < 0. Since ν = 0,

∇g(x̄)>vk > 0 and so ∇g(x̄)>v ≥ 0. We also have ∇f(x̄)>v ≤ 0. Assume that

∇f(x̄)>v = 0: if ∇g(x̄)>v = 0 then v = 0 because of (42), yielding a contradiction.

Hence ∇g(x̄)>v > 0, the desired result. In case ∇f(x̄)>v < 0, we get ∇g(x̄)>v > 0,

since ν = 0. This completes the proof of the claim.

It is not hard to see that the reverse implication in the previous remark fails in

general.

For completeness we provide a necessary condition involving s.
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Corollary 5.16. Assume that x̄ ∈ X is such that g(x̄) = 0. If S−f (0) 6= ∅ with s < 0,

then

[v ∈ T (X; x̄), ∇f(x̄)>v ≤ 0] =⇒ ∇g(x̄)>v ≥ 0. (43)

Proof. First of all observe that, by Theorem 5.3, S−f (0) 6= ∅ with s < 0 implies that

(36) holds with λ∗ > 0 (as it is easily seen by the proof). Then

∇f(x̄)>v ≥ −λ∗∇g(x̄)>v, ∀ v ∈ T (X; x̄),

so that (43) holds since λ∗ > 0.

The next example shows that the closure in (b) of Theorem 5.2 cannot be deleted.

Example 5.17. Consider the problem

min{x1 + x2
2 + x2

3 : x2
1 + x2

2 + x3 ≤ 0, x ∈ X},

where

X
.
=
{

(x1, x2, x3) ∈ IR3 : x3 =
x2

1√
x2

1 + x2
2

, (x1, x2) 6= (0, 0)
}
∪ {(0, 0, 0)}.

It is clear that x̄
.
= (0, 0, 0) is the only feasible point and, therefore, the optimal solution.

Since X is a closed cone, we get T (X; x̄) = X. Moreover, we also obtain F (v) =

(v1, v3). Thus,

F (T (X; x̄)) = F (X) =
{

(v1, v3) ∈ IR2 : v3 =
v2

1√
v2

1 + v2
2

, (v1, v2) 6= (0, 0)
}
∪ {(0, 0)}

=
{

(v1, v3) ∈ IR2 : v3 > 0, v1 6= 0
}
∪ {(0, 0)}.

It follows that

F (T (X; x̄)) + IR2
+ =

{
(v1, v3) ∈ IR2 : v3 > 0, v1 < 0

}
∪ IR2

+

is a convex set. We observe that

[F (T (X; x̄)) + IR2
+] ∩ −(IR++×{0}) = ∅,

i.e., ν = 0. But

F (T (X; x̄)) + IR2
+ ∩ −(IR++×{0}) 6= ∅. (44)

Note that

[T (X; x̄)]∗ = {(v1, v2, v3) ∈ IR3 : v1 = v2 = 0, v3 ≥ 0},

and, according to (44), the system

∇f(x̄) + λ∇g(x̄) ∈ [T (X; x̄)]∗, λ ≥ 0,
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i.e., 
1

0

0

+ λ


0

0

1

 =


0

0

y

 , λ ≥ 0, y ≥ 0

is clearly impossible.

We also get s = 0, and therefore (a) of Theorem 5.3 is not satisfied.

Observe that all the equivalent statements (a)-(e) of Theorem 5.1 are fulfilled.

Next result establishes a sufficient condition for a KKT point to be a strict local

minimum, which is a specialization of Theorem 4.9.

Proposition 5.18. Assume that x̄ ∈ X, g(x̄) = 0, satisfies (36) with λ∗ > 0 (this

holds for instance if S−f (0) 6= ∅ with s < 0 by the proof of Theorem 5.3) and (42).

Then x̄ is a strict local solution to problem (1).

Notice that Example 3.3 exhibits a situation where λ∗ > 0 is permitted, so that

Proposition 5.18 is applicable even with S−f (0) = ∅.

6 A reformulation of a MPEC into one with a single in-

equality constraint

Given the variational inequality:

find x ∈ C such that 〈A(x), y − x〉 ≥ 0, ∀ y ∈ C, (45)

where C ⊆ Rn is a nonempty closed convex set and A : Rn → Rn, let S be the solution

set to (45) and consider the following problem (X ⊆ IRn)

min{f(x) : x ∈ S ∩X}, (46)

which is a particular instance of a MPEC. We will see that (46) can be reformulated as

a standard minimization problem with a single inequality constraint via a differentiable

gap function, i.e., a function p : Rn → R∪ {+∞} which is non-negative on C and that

fulfills the condition x ∈ C and p(x) = 0 if and only if x is a solution to (45). Therefore

solving (45) is equivalent to the minimization of p on the feasible set C to (45).

Unfortunately, the first gap function introduced by Auslender [4] is, in general,

not differentiable. This drawback was overcome by Fukushima [20], whose approach

considers a continuously differentiable gap function. It was, later on, generalized by

Zhu and Marcotte [40].

We briefly describe the results obtained by Fukushima, Zhu and Marcotte. Assume
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that G : IRn× IRn → IR is a non-negative, continuously differentiable function, such

that G(x, ·) : C → IR is strongly convex for all x ∈ C, satisfying

G(x, x) = 0, ∇yG(x, x) = 0, ∀ x ∈ C.

Define

g(x)
.
= max

y∈C
[〈A(x), x− y〉 −G(x, y)],

then g is a gap function for (45); furthermore (see [40]), if A ∈ C1, then g ∈ C1 and

∇g(x) = A(x)− (∇A(x))T (H(x)− x)−∇xG(x,H(x))

where H(x)
.
= argmax

y∈C
[〈A(x), x− y〉 −G(x, y)].

If we consider the particular case

G(x, y)
.
=

1

2
〈x− y,M(x− y)〉,

where M is a symmetric and positive definite matrix of order n, we obtain the gap

function introduced by Fukushima [20] and, in particular, for x ∈ S, ∇g(x) = A(x).

Indeed, by [20, Proposition 3.1] x is a solution to (45) if and only if H(x) = x; it is

easy to check that ∇xG(x,H(x)) = 0, which yields ∇g(x) = A(x).

Thus, problem (46) is equivalent to the minimization problem:

min{f(x) : g(x) ≤ 0, x ∈ C ∩X}

as one can check it directly.

We now establish a characterization of the KKT optimality conditions as a conse-

quence of our main results of Section 5 by using the Fukushima gap function.

For a given x̄ ∈ S ∩X, define

F
.
=

(
∇f(x̄)>

A(x̄)>

)
, i.e., F (v)

.
= (∇f(x̄)>v,A(x̄)>v), ν

.
= inf

v∈G′(x̄)
∇f(x̄)>v,

where

G′(x̄)
.
=
{
v ∈ T (C ∩X; x̄) : A(x̄)>v ≤ 0

}
.

Our Theorem 5.2 yields the required characterizations with ∇g(x̄) = Ax̄, and C∩X
instead of X, where the KKT conditions read as follows:

∃ λ∗ ≥ 0 such that ∇f(x̄) + λ∗A(x̄) ∈ [T (C ∩X; x̄)]∗.

Thus, we also obtain result derived from Corollary 5.5.

We now provide an example which does not satisfy the Guignard CQ, but our

results apply.
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Example 6.1. Consider problem (45) where A : R2 → R2 and C are defined by

A(x1, x2) = (x2
2, x1 + x2)>, C

.
= R2

+.

It is not difficult to show that the solution set to (45) is given by

S = {x ∈ R2
+ : x2 = 0}.

Actually, since C
.
= R2

+, (45) is equivalent to the following complementarity problem

x2
2x1 = 0, (x1 + x2)x2 = 0, x1 + x2 ≥ 0, x1 ≥ 0, x2 ≥ 0.

Let g(x)
.
= max

y∈C
[〈A(x), x− y〉 − 1

2‖x− y‖
2]. Then,

g(x) = max
y∈C

[x2
2(x1 − y1) + (x1 + x2)(x2 − y2)− 1

2
(x1 − y1)2 − 1

2
(x2 − y2)2]

=

x1x
2
2 + x1x2 −

1

2
(x2

1 − x2
2) if − x1 + x2

2 ≥ 0;

x1x2 + 1
2(x2

2 + x4
2) if − x1 + x2

2 ≤ 0.

Note that g(x) = 0 iff x ∈ S. Let X
.
= {x ∈ R2

+ : x1x2 = 0} and consider the problem

min{x2
1 + x2 : g(x) ≤ 0, x ∈ X},

whose feasible set K is given by the solution set to (45) (expressed by the constraints

g(x) ≤ 0, x ∈ R2
+) with the additional constraint x1x2 = 0.

It is easy to see that x̄
.
= (0, 0)> is the optimal solution and X is a closed cone so

T (X; x̄) = X, moreover ∇g(x̄) = A(x̄) = (0, 0)>.

Now, we shall see that our approach is applicable to this reformulation. In particu-

lar, Theorem 5.2 will be useful. Indeed, set B = T (X; x̄), we observe that the (see (22))

Guignard CQ does not hold, as T (K; x̄) = S and G′(x̄) = co T (X; x̄) = R2
+, while all

the equivalent assertions (a), (b) and (c) of Theorem 5.2 are fulfilled. In particular,

F (v) =

(
0 1

0 0

)(
v1

v2

)
=

(
v2

0

)

and

F (T (X, x̄)) = F (X) = {x ∈ R2
+ : x2 = 0},

so that (b) of Theorem 5.2 holds. Moreover, ∇f(x̄) = (0, 1)> ∈ [T (X; x̄)]∗ and (a)

holds with λ∗ = 0.

Finally, note that (c) is fulfilled, since F (T (X, x̄)) + R2
+ is convex and ∇f(x̄)>v ≥ 0,

for every v ∈ T (X; x̄).
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7 Further applications and concluding remarks

We now present two other simple instances showing the wide applicability of our ap-

proach.

Let us define the following parametric optimization problem (P (x))

min
y∈K(x)

ϕ(x, y),

where K(x)
.
= {y ∈ X : ψi(x, y) ≤ 0, i = 1, . . . ,m}, ϕ : X ×X → IR, ψi : X ×X → IR,

i = 1, . . . ,m and X is a nonempty set in IRn.

We consider the problem of finding x̄ ∈ K(x̄) such that x̄ is a global (local) solution

to (P (x̄)). Such a problem arises in many fields as vector optimization, quasi-variational

inequalities and vector equilibrium problems. Let us describe a couple of examples.

Consider the following vector equilibrium problem regarding efficient solutions: find

x̄ ∈ X : f(x̄, y) 6∈ − IRm
+ \{0}, ∀ y ∈ X, (47)

where f : X×X → IRm and f(x, x) = 0, ∀ x ∈ X. Set I
.
= {1, . . . ,m}, we assume that

fi(x̄, ·) is differentiable at x̄, for all i ∈ I. It is known (see for instance [14]) that x̄ is a

solution to (47) if, and only if x̄ is a (global) solution to (P (x̄)) with

ϕ(x, y)
.
=
∑
i∈I

fi(x, y) and ψi(x, y)
.
= fi(x, y).

Thus, the KKT conditions for (P (x̄)) become∑
i∈I

(1 + λi)∇yfi(x̄, x̄) ∈ [T (X; x̄)]∗,

which is equivalent (by Theorem 4.3) to: for i0 ∈ I

vk ∈ T (X; x̄), ∇yfi(x̄, x̄)>vk + qki → 0, qki ≥ 0, i ∈ I,
i 6= i0, ∇yfi0(x̄, x̄)>vk → 0,

∑
i∈I
∇yfi(x̄, x̄)>vk < 0,


=⇒ lim sup

k

∑
i∈I
∇yfi(x̄, x̄)>vk = 0,

provided X is convex.

The second example is a quasi-variational inequality problem. Given a mapping

H : X → IRn, consider the quasi-variational inequality problem which consists in

finding

x̄ ∈ K(x̄) : 〈H(x̄), y − x̄〉 ≥ 0, ∀ y ∈ K(x̄). (48)
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It is easy to see that x̄ is a solution to (48) if, and only if x̄ is a global solution to

(P (x̄)), with ϕ(x, y)
.
= 〈H(x), y〉 and K is the set-valued map defined as in (P (x))

above, where we further assume that ψi(x̄, ·) is differentiable at x̄, for i = {1, . . . ,m}.
By Theorem 4.3, it follows that the KKT conditions for (48) become

H(x̄) +
∑
i∈I
∇yψi(x̄, x̄) ∈ [T (X; x̄)]∗,

which is equivalent to: for i0 ∈ I,

vk ∈ T (X; x̄), ∇yψi(x̄, x̄)>vk + qki → 0, qki ≥ 0, i ∈ I,
i 6= i0, ∇yψi0(x̄, x̄)>vk → 0, H(x̄)>vk < 0,

}
=⇒ lim sup

k
H(x̄)>vk = 0,

provided X is convex.

Conclusions

We have developed several characterizations for the validity of the FJ and KKT

optimality conditions and we have obtained results that apply even to situations not

satisfying the Guignard CQ. In particular, the case of a single inequality constraint has

been analysed in details and then applied to a class of mathematical programs with

equilibrium constraints. It should be further developed the question to find suitable

subclasses of problems where some of the equivalent assertions to the KKT conditions

is easier to verify than the KKT itself.
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