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Mathematical and numerical analysis of a transient eddy
current axisymmetric problem involving velocity terms
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MATHEMATICAL AND NUMERICAL ANALYSIS OF A

TRANSIENT EDDY CURRENT AXISYMMETRIC PROBLEM

INVOLVING VELOCITY TERMS.

ALFREDO BERMÚDEZ, CARLOS REALES, RODOLFO RODRÍGUEZ,
AND PILAR SALGADO

Abstract. The aim of this paper is to analyze a transient axisymmetric elec-

tromagnetic model involving velocity terms in the Ohm’s law. To this end we
introduce a time-dependent weak formulation leading to a degenerate para-
bolic problem and establish its well-posedness. We propose a finite element
method for space discretization and prove well-posedness and error estimates.

Then, we combine it with a backward Euler time-discretization and prove sta-
bility and error estimates. Finally, numerical results assessing the performance
of the method are reported.

1. Introduction

The main goal of this paper is to analyze a numerical method to solve a tran-
sient eddy current axisymmetric problem. We consider the case of a coil supplied
with a source current generating a magnetic field which induces eddy currents in a
nearby workpiece. This classical model appears in many physical phenomena such
as induction heating, electromagnetic stirring, magnetohydrodynamics or electro-
magnetic forming. In each case the induced currents in the workpiece have different
roles (moving a fluid, heating or deforming the workpiece, etc); see for instance
[1, 3, 8, 12, 16].

The cylindrical symmetry allows stating the eddy current problem in terms of
the azimuthal component of a magnetic vector potential defined in a meridional
section of the domain (see, for instance, [4]). We consider transient problems and
assume a more general Ohm’s law including velocity terms, which can be relevant
in some industrial applications. As a consequence, we obtain a degenerate para-
bolic problem including convective terms which introduce interesting aspects in its
mathematical and numerical analysis.
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From a mathematical point of view, we cannot use the classical theory for ab-
stract parabolic problems (see, for instance, [9]) because our formulation is degen-
erate. More precisely, the term involving the time derivative appears only in a part
of the domain. Thus, in order to prove well-posedness, we resort to the theory for
degenerate evolution problems proposed in [19]. On the other hand, the velocity
term in the Ohm’s law introduces a non-symmetric term which destroys the elliptic
character of the bilinear form associated with the parabolic problem. However, we
prove that a G̊arding-like inequality holds, which allows us to use the theory from
[19] by means of an exponential shift.

For the numerical solution of the problem, we discretize first in space by fi-
nite elements. This leads to a singular differential algebraic system (see [6]) which
is proved to be well posed. We prove error estimates for this semi-discrete ap-
proximation. To do this, we adapt the classical theory (see [9]) to the degenerate
character of the parabolic problem and the fact that the bilinear form is no longer
elliptic. Then, we combine the finite element discretization with a backward Euler
time-discretization. We prove error estimates for this fully discretized scheme by
adapting once more the classical theory to the non-elliptic character of the bilin-
ear form. Because of this, the error estimates are valid provided the time step is
sufficiently small with respect to the physical data of the problem.

The outline of the paper is as follows: In Section 2, we describe the transient
eddy current model and introduce a magnetic vector potential formulation under
axisymmetric assumptions. In Section 3, we state the weak formulation and prove
its well-posedness. In Section 4, we introduce the finite element space discretization
and prove error estimates. In Section 5, we propose a backward Euler scheme
for time discretization and prove error estimates for the fully discretized problem.
Finally, in Section 6, we report some numerical tests which allow us to asses the
performance of the proposed method.

2. Statement of the problem

We are interested in computing the eddy currents induced in a cylindrical work-
piece by a nearby helical coil (see Figure 1 for possible configurations). The material
on the workpiece is allowed to move, although without changing its domain.

Figure 1. Sketch of the 3D-domain in some industrial applications.

In order to have a domain with cylindrical symmetry, we replace the coil by
several superimposed rings with toroidal geometry. On the other hand, to solve
the electromagnetic model in a bounded domain, we introduce a sufficiently large
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three dimensional cylinder Ω̃ of radius R and height L containing the coil and the
workpiece.

Because of the cylindrical symmetry, we can work on a meridional section of Ω̃,
which we denote by Ω. Let ΩS := Ω1 ∪ · · · ∪ Ωm, where Ωk (k = 1, . . . ,m) are the
meridional sections of the turns of the coil. Let Ω0 be the corresponding section
of the workpiece and ΩA := Ω \ (ΩS ∪ Ω0) the section of the domain occupied by
the air. Let Γ0 be the intersection between ∂Ω and the symmetry axis (r = 0) and
ΓD := ∂Ω \ Γ0 (see Figure 2).

R

L

ΓD

Γ0

r = 0

Ω0

ΩS =
S

k
Ωk

Ω

Ωk

Figure 2. Sketch of the meridional section.

We will use standard notation:

• E is the electric field,
• B is the magnetic induction,
• H is the magnetic field,
• J is the current density,
• µ is the magnetic permeability,
• σ is the electric conductivity.

The physical parameters are supposed to satisfy:

0 < µ ≤ µ ≤ µ,(2.1)

0 < σ ≤ σ ≤ σ in conductors,(2.2)

σ = 0 in dielectrics.(2.3)

These parameters are assumed not to vary with time. This implies that the part
of the workpiece subjected to motion has to be homogeneous (i.e., the parameters
σ and µ are assumed to be constant on that part).

In this kind of problem, the electric displacement can be neglected in Ampère’s
law leading to the so called eddy current model:

curlH = J ,(2.4)

∂B

∂t
+ curlE = 0,(2.5)

div B = 0.(2.6)

This system must be completed with the following relations:

(2.7) B = µH,
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and

(2.8) J =





σE + σv × B in the workpiece,

JS in the coil (data),

0 in the air.

The vector field v in (2.8) represents the velocity of the material in the workpiece,
which in the present analysis is taken as a data. The current density is taken as
data in the coil (JS) and unknown in the workpiece Ω0. In the latter, J results
from the eddy currents (σE) and the currents due to the motion of the workpiece
(σv × B).

We assume that all the physical quantities are independent of the angular coor-
dinate θ and that the current density field has only azimuthal non-zero component,
i.e.,

(2.9) J(r, θ, z) = J(r, z)eθ.

We also assume that the velocity has only meridional components, v = vr(r, z)er +
vz(r, z)ez, as corresponds to an axisymmetric problem.

Proceeding as in [4], it can be shown that

H(r, θ, z) = Hr(r, z)er + Hz(r, z)ez,(2.10)

B(r, θ, z) = Br(r, z)er + Bz(r, z)ez,(2.11)

E(r, θ, z) = E(r, z)eθ in the workpiece.(2.12)

Moreover, from (2.6), the arguments in [4] allow us to introduce a vector potential
A for B,

(2.13) B = curlA,

of the form

(2.14) A(r, θ, z) = A(r, z)eθ.

Using (2.13) in (2.5), we obtain curl
(

∂A

∂t + E
)

= 0 in the workpiece. On the
other hand, using (2.12) and (2.14), from the expression of the curl in cylindrical
coordinates we obtain

1

r

{
∂

∂z

[
r

(
∂A

∂t
+ E

)]
er +

∂

∂r

[
r

(
∂A

∂t
+ E

)]
ez

}
= 0.

Hence we deduce that

r

(
∂A

∂t
+ E

)
= C,

with C an arbitrary constant. This constant has to vanish in most cases of interest.
In fact, typically ∂Ω0 intersects Γ0 in a set with a non vanishing 1D measure (for
instance in the cases depicted in Figure 1). In such a case, it is immediate to show
that for ∂A

∂t + E = C
r to be square integrable in the workpiece, C has to vanish.

Hence, we write

∂A

∂t
+ E = 0 in Ω0.
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Therefore, substituting this expression in (2.8), we obtain

(2.15) Jeθ =





− σ
∂A

∂t
eθ + σv × curl (Aeθ) in Ω0,

JSeθ in ΩS,

0 in ΩA.

On the other hand, using (2.4), (2.7), (2.9), (2.13), and (2.14), we have

curl

[
1

µ
curl (Aeθ)

]
= Jeθ,

Thus, we are led to the following parabolic-elliptic problem:

(2.16)





σ
∂A

∂t
eθ + curl

[
1

µ
curl (Aeθ)

]
− v × curl (Aeθ) = 0 in Ω0,

curl

[
1

µ
curl (Aeθ)

]
= JSeθ in ΩS,

curl

[
1

µ
curl (Aeθ)

]
= 0 in ΩA.

Finally we impose homogeneous Dirichlet boundary conditions for the vector
potential A on ΓD, which makes sense provided ΓD has been chosen sufficiently far
away from Ω0 and ΩS.

3. Weak Formulation

In this section we will obtain a weak formulation of the electromagnetic model
given above and prove its well-posedness. Let L2

r(Ω) be the weighted Lebesgue
space of all measurable functions Z defined in Ω such that

‖Z‖
2
L2

r(Ω) :=

∫

Ω

|Z|2 r dr dz < ∞.

Clearly, Zeθ ∈ L2(Ω̃)3 if and only if Z ∈ L2
r(Ω). We will use (·, ·)L2

r(Ω) to denote

the corresponding inner product. The weighted Sobolev space Hk
r (Ω) consists of

all functions in L2
r(Ω) whose derivatives up to the order k are also in L2

r(Ω). We
define the norms and seminorms in the standard way; in particular

|Z|
2
H1

r (Ω) :=

∫

Ω

(
|∂rZ|2 + |∂zZ|2

)
r dr dz.

Let L2
1/r(Ω) be the weighted Lebesgue space of all measurable functions Z defined

in Ω such that

‖Z‖
2
L2

1/r
(Ω) :=

∫

Ω

|Z|2

r
dr dz < ∞.

Let us define the Hilbert space

H̃1
r (Ω) :=

{
Z ∈ H1

r (Ω) : Z ∈ L2
1/r(Ω)

}
,

with the norm

‖Z‖ eH1
r (Ω) :=

[
‖Z‖

2
H1

r (Ω) + ‖Z‖
2
L2

1/r
(Ω)

]1/2

.

It is well known (see [5, 13]) that Zeθ ∈ H1(Ω̃)3 if and only if Z ∈ H̃1
r (Ω). Finally,

let
V := {Z ∈ H̃1

r (Ω) : Z = 0 on ΓD}
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and

V0 := H̃1
r (Ω0).

Regarding the data of our problem we assume that v is bounded, i.e.,

|v(t, r, z)| ≤ ‖v‖∞ ∀t ∈ [0, T ] ∀(r, z) ∈ Ω0,

and JS ∈ L2(0, T ;L2
r(ΩS)).

By testing (2.16) with Zeθ, Z ∈ V, we obtain
∫

Ω0

σ∂tAZ r dr dz +

∫

Ω

1

µ
curl (Aeθ) · curl (Zeθ) r dr dz(3.1)

−

∫

Ω0

σv × curl (Aeθ) · (Zeθ) r dr dz =

∫

ΩS

JSZ r dr dz.

We have to add to this equation an initial condition A(0) = A0 in Ω0.
We define the bilinear forms

ã(Y,Z) :=

∫

Ω

1

µ
curl (Y eθ) · curl (Zeθ) r dr dz, Y, Z ∈ V,

c(t, Y, Z) := −

∫

Ω0

σv(t) × curl (Y eθ) · (Zeθ) r dr dz, Y, Z ∈ V,

and

(3.2) a(t, Y, Z) := ã(Y,Z) + c(t, Y, Z).

Let V ′
0 be the dual space of V0 with respect to the pivot space L2

r(Ω0) with
measure σ r dr dz (which according to (2.2) is topologically equivalent to L2

r(Ω0)
with measure r dr dz). Let us define the space

W0 :=
{
Y ∈ L2(0, T ;V) : ∂tY ∈ L2(0, T ;V ′

0)
}

.

Thus, from (3.1), we arrive at the following problem:

Problem 3.1. Find A ∈ W0 such that
{
〈∂tA,Z〉V′

0
×V0

+ a(t, A, Z) = (JS, Z)L2
r(ΩS) ∀Z ∈ V,

A(0)|Ω0
= A0.

The initial data A0 is taken in L2
r(Ω0). Let us remark that this initial condition

makes sense because W0 →֒ C0(0, T ;L2
r(Ω0)) (see [18], for instance).

It is simple to show that ã is V-elliptic (see [10, Prop. 2.1]); namely, there exists
α > 0 such that

(3.3) ã(Z,Z) ≥ α‖Z‖
2
eH1

r (Ω) ∀Z ∈ V.

Our next step is to prove a G̊arding-like inequality for the bilinear form a.

Lemma 3.1. Let λ∗ := ‖v‖2
∞σ/α. For all λ ≥ λ∗ and for all Z ∈ V,

a(t, Z, Z) + λ (σZ,Z)L2
r(Ω0)

≥
α

2
‖Z‖

2
eH1

r (Ω) ∀t ∈ [0, T ].

Proof. First, we estimate the term c(t, Z, Z). With this aim, we use the expression
of curl (Zeθ) in cylindrical coordinates to write

c(t, Z, Z) =

∫

Ω0

σvr
1

r

∂(rZ)

∂r
Z r dr dz −

∫

Ω0

σvz
∂Z

∂z
Z r dr dz.
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Then, we use a weighted Cauchy-Schwartz inequality to obtain for all ǫ > 0 and all
t ∈ [0, T ]

∣∣∣∣
∫

Ω0

σvr
1

r

∂(rZ)

∂r
Z r dr dz

∣∣∣∣

≤ ǫ
[
‖∂rZ‖

2
L2

r(Ω0)
+ ‖Z‖

2
L2

1/r
(Ω0)

]
+

σ‖vr‖
2
∞

4ǫ
‖σ1/2Z‖

2

L2
r(Ω0)

and ∣∣∣∣
∫

Ω0

σvz
∂Z

∂z
Z r dr dz

∣∣∣∣ ≤ ǫ‖∂zZ‖
2
L2

r(Ω0)
+

‖vz‖
2
∞σ

4ǫ
‖σ1/2Z‖

2

L2
r(Ω0)

.

Hence

|c(t, Z, Z)| ≤ 2ǫ‖Z‖
2
eH1

r (Ω) +
‖v‖2

∞σ

4ǫ
‖σ1/2Z‖

2

L2
r(Ω0)

.

Therefore, from this inequality and (3.3),

a(t, Z, Z) + λ (σZ,Z)L2
r(Ω0)

= ã(Z,Z) + c(t, Z, Z) + λ‖σ1/2Z‖
2

L2
r(Ω0)

≥ (α − 2ǫ)‖Z‖
2
eH1

r (Ω) +

(
λ −

‖v‖2
∞σ

4ǫ

)
‖σ1/2Z‖

2

L2
r(Ω0)

.

Thus, the lemma holds by taking ǫ = α/4. �

Now, we are a position to prove the main theorem of this section. In its proof
and throughout the paper C will denote a constant not necessarily the same at each
occurrence.

Theorem 3.2. Problem 3.1 has a unique solution A ∈ W0 and there exists a
positive constant C independent of the data of the problem, JS and A0, such that

‖A‖L2(0,T ; eH1
r (Ω)) ≤ C

[
‖JS‖

2
L2(0,T ;L2

r(ΩS)) + ‖A0‖
2

L2
r(Ω0)

]1/2

.

Proof. Let λ ≥ λ∗, with λ∗ as in Lemma 3.1, and Â := e−λtA. Then, A is a solution

of Problem 3.1 if and only if Â ∈ W0 is a solution of the following problem:

(3.4)

{
〈∂tÂ, Z〉V′

0
×V0

+ â(t, Â, Z) = (JS, Z)L2
r(ΩS) ∀Z ∈ V,

Â(0)|Ω0
= A0,

where

â(t, Â, Z) := a(t, Â, Z) + λ(σÂ, Z)L2
r(Ω0).

Lemma 3.1 guarantees that â(t, Â, Â) ≥ α
2 ‖Â‖2

eH1
r (Ω)

. Hence, the existence of a

unique solution of problem (3.4) follows from [19, Theorem 2] (see also [20]).

Next, testing the first equation of (3.4) with Z = Â and integrating with respect
to time, we obtain (see [15, Prop. 1.2])

1

2

∫ T

0

d

dt
(σÂ, Â)L2

r(Ω0) dt +

∫ T

0

â(t, Â, Â) dt =

∫ T

0

(JS, Â)L2
r(ΩS) dt.

Consequently,

‖σ1/2Â(T )‖
2

L2
r(Ω0)

− ‖σ1/2Â(0)‖
2

L2
r(Ω0)

+
α

2
‖Â‖

2

L2(0,T ; eH1
r (Ω))

≤ ‖JS‖L2(0,T ;L2
r(ΩS))‖Â‖L2(0,T ; eH1

r (Ω))
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and hence

‖Â‖
2

L2(0,T ; eH1
r (Ω)) ≤ C

[
‖JS‖

2
L2(0,T ;L2

r(ΩS)) + ‖Â(0)‖
2

L2
r(Ω0)

]
.

Therefore, by using that A = eλtÂ and the initial condition of problem (3.4), we
conclude the proof. �

4. Semi-discrete problem

From now on we assume that Ω0 is a polygonal domain. Let {Th}h>0 be a regular
family of triangulations of Ω such that each element T ∈ Th is contained either in
Ω0 or in Ω \ Ω0. Therefore

T 0
h := {T ∈ Th : T ⊂ Ω0}

is a triangulation of Ω0. The parameter h stands for the mesh-size. Let

Vh := {Ah ∈ V : Ah|T ∈ P1 ∀T ∈ Th}

and

V0
h :=

{
Ah ∈ V0 : Ah|T ∈ P1 ∀T ∈ T 0

h

}
,

where

P1 := {p(r, z) = c0 + c1r + c2z, c0, c1, c2 ∈ R} .

We consider the Lagrange interpolation operator Ih ∈ L(H2
r (Ω),Vh). The proof of

the following estimate can be found in [13, Prop. 6.1].

Theorem 4.1. There exists a positive constant C, independent of h, such that for
all Z ∈ V ∩ H2

r (Ω)

‖Z − IhZ‖ eH1
r (Ω) ≤ Ch‖Z‖H2

r (Ω).

By using this finite element space we are led to the following discretization of
Problem 3.1:

Problem 4.1. Find Ah ∈ H1(0, T ;Vh) such that
{

(σ∂tAh, Zh)L2
r(Ω0)

+ a(t, Ah, Zh) = (JS, Zh)L2
r(ΩS) ∀Zh ∈ Vh,

Ah(0)|Ω0
= A0

h.

The initial data A0
h has to belong to V0

h and should be a reasonable approximation
to A0. Provided the latter is sufficiently smooth, a natural choice is A0

h = IhA0,
for instance. Moreover, because of the degenerate character of the problem, for its
solution to lie in H1(0, T ;Vh), we will have to assume additional regularity in time
of the source current. In fact, from now on we assume

(4.1) JS ∈ H1(0, T ;L2
r(ΩS)).

We note that Problem 4.1 is a linear system of ordinary differential-algebraic
equations. To prove that this system has a unique solution, we will write it in
matrix form.

With this aim, let {φ1, . . . , φN} be the nodal basis of Vh ordered in such a way
that {φ1|Ω0

, . . . , φM |Ω0
} (M < N) is a basis of V0

h. For all t ∈ [0, T ], a solution Ah

to Problem 4.1 can be written as follows:

Ah(t, r, z) =

N∑

i=1

Ai(t)φi(r, z).
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Analogously we write

A0
h =

M∑

i=1

A0
i φi|Ω0

.

For all t ∈ [0, T ], we set A(t) := (Ai(t))1≤i≤N and F(t) := ((JS(t), φi)L2
r(ΩS))1≤i≤N

.

We also set A
0 :=

(
A0

i

)
1≤i≤M

.

We introduce the matrices K(t) := (Kij(t))1≤i,j≤N and M := (Mij)1≤i,j≤N ,

with

Kij(t) := a(t, φi, φj), Mij := (σφi, φj)L2
r(Ω0)

, 1 ≤ i, j ≤ N.

Since the initial condition in Problem 4.1 involves only the components of Ah(0)
which correspond to the nodes in the conducting domain Ω0, we decompose A(t)
as follows:

A(t) =

[
AC(t)
AD(t)

]
,

with AC(t) = (Ai(t))1≤i≤M and AD(t) = (Ai(t))M+1≤i≤N . Therefore, Problem 4.1
can be written in the following form:

{
MA

′(t) + K(t)A(t) = F(t),

AC(0) = A
0.

This is a degenerate problem, because the matrix M is singular. Hence, to prove
its well-posedness, we write it in block matrix form:





[
MCC 0

0 0

] [
A

′
C(t)

A
′
D(t)

]
+

[
KCC(t) KCD

KDC KDD

] [
AC(t)
AD(t)

]
=

[
0

FD(t)

]
,

AC(0) = A
0.

Notice that only KCC depends on t. Indeed, since v vanishes in Ω \ Ω0, we have
that c(t, φi, φj) 6= 0 only if φi and φj correspond to nodes in Ω0. Moreover, from
the ellipticity of ã, KDD is positive definite and we can write

(4.2) AD(t) = K
−1
DD [−KDCAC(t) + FD(t)] .

Hence,
{

MCCA
′
C(t) =

[
−KCC(t) + KCDK

−1
DDKDC

]
AC(t) − KCDK

−1
DDFD(t),

AC(0) = A
0.

Since MCC is also positive definite, this linear system of ordinary differential-
algebraic equations has a unique solution. Moreover, KCC ∈ L2(0, T ; RM×M ) and
consequently AC ∈ H1(0, T ; RM ). Finally, from the assumption (4.1), we obtain
from (4.2) that AD ∈ H1(0, T ; RN−M ). Thus, we have proved the following result:

Theorem 4.2. Problem 4.1 is well-posed.

In what follows we will prove error estimates for this semi-discrete problem.
Since the bilinear form a is not elliptic due to the presence of the velocity terms,
we use its elliptic part ã to define an elliptic projector. In this context, we can find
in [17] some alternatives.

Let us introduce Ph ∈ L(V,Vh) by

ã(PhY,Zh) = ã(Y,Zh) ∀Zh ∈ Vh, Y ∈ V.
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Notice that, from Cea’s lemma and Theorem 4.1, for all Y ∈ H2
r (Ω) ∩ V

(4.3) ‖Y − PhY ‖ eH1
r (Ω) ≤ C‖Y − IhY ‖ eH1

r (Ω) ≤ Ch‖Y ‖H2
r (Ω);

moreover, a standard duality argument leads to

(4.4) ‖Y − PhY ‖L2
r(Ω) ≤ Ch2‖Y ‖H2

r (Ω).

Let A and Ah be the solutions to Problems 3.1 and 4.1, respectively. We write

A(t) − Ah(t) = δh(t) + ρh(t),

where

δh(t) := PhA(t) − Ah(t) and ρh(t) := A(t) − PhA(t).

Provided A is smooth enough, ∂t(PhA) = Ph(∂tA) (cf [18, Theorem P.111]) and,
consequently, we have from (4.4)

(4.5) ‖∂tρh‖L2
r(Ω) ≤ Ch2‖∂tA‖H2

r (Ω).

The following lemma is the basic tool to prove error estimates for the semi-
discrete problem.

Lemma 4.3. If A ∈ H1(0, T ;H2
r (Ω) ∩ V), then

‖δh‖C0(0,T ;L2
r(Ω0))

≤ C
[
‖δh(0)‖L2

r(Ω0)
+ h‖A‖H1(0,T ;H2

r (Ω))

]
,(4.6)

‖δh‖L2(0,T ; eH1
r (Ω)) ≤ C

[
‖δh(0)‖L2

r(Ω0)
+ h‖A‖H1(0,T ;H2

r (Ω))

]
,(4.7)

‖∂tδh‖L2(0,T ;L2
r(Ω0))

≤ C
[
‖δh(0)‖ eH1

r (Ω) + h‖A‖H1(0,T ;H2
r (Ω))

]
.(4.8)

Proof. Testing Problems 3.1 and 4.1 with Zh ∈ Vh ⊂ V and subtracting, we obtain

(σ∂t(A − Ah), Zh)L2
r(Ω0)

+ a(t, A − Ah, Zh) = 0 ∀Zh ∈ Vh,

where we have used that ∂tA ∈ L2
r(Ω0) (because of the assumed regularity) to write

the duality pairing as an inner product. Using that A(t) − Ah(t) = δh(t) + ρh(t)
and (3.2), we have

(4.9) (σ∂tδh(t), Zh)L2
r(Ω0)

+ a(δh(t), Zh) = − (σ∂tρh(t), Zh)L2
r(Ω0)

− c(t, ρh(t), Zh).

By setting Zh = δh(t), we obtain

1

2

d

dt
(σδh(t), δh(t))L2

r(Ω0)
+ a(δh(t), δh(t))

= − (σ∂tρh(t), δh(t))L2
r(Ω0)

− c(t, ρh(t), δh(t)).

We use Lemma 3.1 and a weighted Cauchy-Schwartz inequality to write

1

2

d

dt
‖σ1/2δh(t)‖

2

L2
r(Ω0)

+
α

2
‖δh(t)‖

2
eH1

r (Ω) − λ∗‖σ1/2δh(t)‖
2

L2
r(Ω0)

≤
α

4
‖δh(t)‖

2
L2

r(Ω0)
+ C

[
‖∂tρh(t)‖

2
L2

r(Ω0)
+ ‖ρh(t)‖

2
eH1

r (Ω0)

]
,

with C depending only on ‖v‖∞, σ, and α. Then,

d

dt
‖σ1/2δh(t)‖

2

L2
r(Ω0)

+
α

2
‖δh(t)‖

2
eH1

r (Ω)(4.10)

≤ C
[
‖σ1/2δh(t)‖

2

L2
r(Ω0)

+ ‖∂tρh(t)‖
2
L2

r(Ω0)
+ ‖ρh(t)‖

2
eH1

r (Ω0)

]
.
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The term involving ‖δh(t)‖ eH1
r (Ω) can be dropped out and the inequality is preserved.

Hence, using Gronwall inequality we obtain

‖σ1/2δh(t)‖
2

L2
r(Ω0)

≤ C
[
‖σ1/2δh(0)‖

2

L2
r(Ω0)

+ ‖∂tρh‖
2
L2(0,T ;L2

r(Ω)) + ‖ρh‖
2
L2(0,T ; eH1

r (Ω))

]
.

Thus, (4.6) follows from (4.3), (4.5), and the last inequality.
To prove (4.7) we integrate (4.10) with respect to time to obtain

‖σ1/2δh(T )‖
2

L2
r(Ω0)

− ‖σ1/2δh(0)‖
2

L2
r(Ω0)

+
α

2

∫ T

0

‖δh(t)‖
2
eH1

r (Ω) dt

≤ C

∫ T

0

[
‖σ1/2δh(t)‖

2

L2
r(Ω0)

+ ‖∂tρh(t)‖
2
L2

r(Ω0)
+ ‖ρh(t)‖

2
eH1

r (Ω0)

]
dt.

Hence, (4.7) follows from (4.6), (4.3), and (4.5) again.
Finally, to prove (4.8), we set Zh = ∂tδh(t) in (4.9) to write

(σ∂tδh(t), ∂tδh(t))L2
r(Ω0)

+ ã(δh(t), ∂tδh(t))

= − (σ∂tρh(t), ∂tδh(t))L2
r(Ω0)

− c(t, δh(t), ∂tδh(t)) − c(t, ρh(t), ∂tδh(t)).

We estimate the right hand side above by using a weighted Cauchy-Schwartz in-
equality. Then, since ã is symmetric, we have

‖σ1/2∂tδh(t)‖
2

L2
r(Ω0)

+
1

2

d

dt
ã(δh(t), δh(t))

≤
1

2
‖σ1/2∂tδh(t)‖

2

L2
r(Ω0)

+ C
[
‖∂tρh(t)‖

2
L2

r(Ω0)
+ ‖δh(t)‖

2
eH1

r (Ω0)
+ ‖ρh(t)‖

2
eH1

r (Ω0)

]
.

Next, we integrate in [0, T ] to obtain

1

2

∫ T

0

‖σ1/2∂tδh(t)‖
2

L2
r(Ω0)

dt +
1

2
ã(δh(T ), δh(T )) −

1

2
ã(δh(0), δh(0))

≤ C

∫ T

0

[
‖∂tρh(t)‖

2
L2

r(Ω0)
+ ‖δh(t)‖

2
eH1

r (Ω0)
+ ‖ρh(t)‖

2
eH1

r (Ω0)

]
dt.

Thus, (4.8) follows from the ellipticity and the continuity of ã, (4.3), and (4.5). �

Now we are in a position to prove error estimates for the computed vector po-
tential Ah as well as for the approximations of the physical quantities of interest
that can be derived from it. According to (2.13) and (2.14), we define

Bh := curl(Aheθ)

and, according to (2.9) and (2.15),

Jh := −σ
∂Ah

∂t
eθ + σv × Bh in Ω0.

The following error estimates hold true.

Theorem 4.4. Let A and Ah be the solutions to Problems 3.1 and 4.1, respectively.
Let B be defined by (2.13) and (2.14) and J by (2.9) and (2.15). Let Bh and Jh be
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defined as above. If A ∈ H1(0, T ;H2
r (Ω) ∩ V), then there exists a positive constant

C independent of h and A such that

‖A − Ah‖C0(0,T ;L2
r(Ω0))

≤ C
[
‖A0 − A0

h‖L2
r(Ω0)

+ h‖A‖H1(0,T ;H2
r (Ω))

]
,(4.11)

‖B − Bh‖L2(0,T ;L2
r(Ω)) ≤ C

[
‖A0 − A0

h‖L2
r(Ω0)

+ h‖A‖H1(0,T ;H2
r (Ω))

]
,(4.12)

‖J − Jh‖L2(0,T ;L2
r(Ω0))

≤ C
[
‖A(0) − Ah(0)‖ eH1

r (Ω) + h‖A‖H1(0,T ;H2
r (Ω))

]
.(4.13)

Proof. We use that A(t) − Ah(t) = δh(t) + ρh(t), (4.6), and (4.4), to write

‖A − Ah‖C0(0,T ;L2
r(Ω0))

≤ C
[
‖δh(0)‖L2

r(Ω0)
+ h‖A‖H1(0,T ;H2

r (Ω))

]

and

‖δh(0)‖L2
r(Ω0)

≤ ‖A(0) − Ah(0)‖L2
r(Ω0)

+ ‖ρh(0)‖L2
r(Ω0)

≤ ‖A0 − A0
h‖L2

r(Ω0)
+ Ch2‖A(0)‖H2

r (Ω).

Then, (4.11) follows from these inequalities.
For the second estimate we use the definitions of B and Bh and the same argu-

ments, combined now with (4.7) and (4.3), to write

‖B − B
h‖L2(0,T ;L2

r(Ω)) ≤ ‖δh‖L2(0,T ; eH1
r (Ω)) + ‖ρh‖L2(0,T ; eH1

r (Ω))

≤ C
[
‖A0 − A0

h‖L2
r(Ω0)

+ h‖A‖H1(0,T ;H2
r (Ω))

]
.

This inequality is also used to prove (4.13), together with the following one which
follows again from the same arguments, (4.8), (4.5), and (4.3):

‖∂tA − ∂tAh‖L2(0,T ;L2
r(Ω0))

≤ ‖∂tδh‖L2(0,T ;L2
r(Ω0))

+ ‖∂tρh‖L2(0,T ;L2
r(Ω0))

≤ C
[
‖A(0) − Ah(0)‖ eH1

r (Ω) + h‖A‖H1(0,T ;H2
r (Ω))

]
.

Thus, according to the definitions of J and Jh, (4.13) follows from the last two
inequalities and we conclude the proof. �

Notice that in the theorem above, (4.13) is not an actual a priori error estimate.
In fact,

‖A(0) − Ah(0)‖
2
eH1

r (Ω) = ‖A(0) − Ah(0)‖
2
eH1

r (Ω0)
+ ‖A(0) − Ah(0)‖

2
H1(0,T ;Ω\Ω0)

.

The first term on the right hand side above depends only on the initial data of
both problems: ‖A(0) − Ah(0)‖ eH1

r (Ω0)
= ‖A0 − A0

h‖ eH1
r (Ω0)

. Instead the second one

depends on the solutions of Problems 3.1 and 4.1. In what follows we prove that if
we choose the initial data of the semi-discrete problem as the Lagrange interpolant
of A0 (which is well defined under the smoothness assumptions of Theorem 4.4),
then the second term can be also conveniently bounded.

Lemma 4.5. If A ∈ H1(0, T ;H2
r (Ω) ∩ V) and A0

h = IhA0, then there exists a
positive constant C independent of h such that

‖A(0) − Ah(0)‖ eH1
r (Ω) ≤ Ch‖A(0)‖H2

r (Ω)

Proof. By testing Problems 3.1 and 4.1 with Zh ∈ Vh and subtracting we have
∫

Ω0

σ (∂tA(t) − ∂tAh(t)) Zh r dr dz+ã(A(t)−Ah(t), Zh)+c(t, A(t)−Ah(t), Zh) = 0.
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Hence, if Zh ∈ Vh is such that suppZh ⊂ Ω \ Ω0, we obtain

ã(A(t) − Ah(t), Zh) = 0 a.e. t ∈ [0, T ].

Since Ah ∈ H1(0, T ;Vh) and we have assumed A ∈ H1(0, T ;V), we have that
ã(A(t)−Ah(t), Zh) is a continuous function of t in [0, T ]. Therefore, for all Zh ∈ Vh

such that suppZh ⊂ Ω \ Ω0, we can write

ã(A(0) − Ah(0), Zh) = 0.

Let Zh := Ah(0) − IhA(0) ∈ Vh. Notice that suppZh ⊂ Ω \ Ω0, because

Zh|Ω0
= Ah(0)|Ω0

− IhA(0)|Ω0
= A0

h − IhA0 = 0.

Then,

ã(A(0) − Ah(0), A(0) − Ah(0)) = ã(A(0) − Ah(0), A(0) − IhA(0)).

Therefore, since ã is elliptic, using Theorem 4.1 we have

α‖A(0) − Ah(0)‖
2
eH1

r (Ω) ≤ ã(A(0) − Ah(0), A(0) − IhA(0))

≤ ‖A(0) − Ah(0)‖ eH1
r (Ω)Ch‖A(0)‖H2

r (Ω).

Hence we conclude the lemma. �

Now we are in a position to conclude an O(h) order of convergence.

Corollary 4.6. Under the assumptions of Theorem 4.4, if A0
h = IhA0, then there

exists a positive constant C independent of h and A such that

‖A − Ah‖C0(0,T ;L2
r(Ω0))

≤ Ch‖A‖H1(0,T ;H2
r (Ω)),

‖B − Bh‖L2(0,T ;L2
r(Ω)) ≤ Ch‖A‖H1(0,T ;H2

r (Ω)),

‖J − Jh‖L2(0,T ;L2
r(Ω0))

≤ Ch‖A‖H1(0,T ;H2
r (Ω)).

Proof. It is an immediate consequence of Theorem 4.4, Lemma 4.5, and Theo-
rem 4.1. �

5. Fully Discrete Problem

In this section we introduce a time discretization of Problem 4.1 by means of a
backward Euler scheme and prove its stability and convergence. With this aim, we
will adapt the standard theory for parabolic problems (see, for instance, [9]) taking
into account that in our case the problem is degenerate and the bilinear form is
non-elliptic.

We consider a uniform partition {tk := k∆t, k = 0, . . . , N} of [0, T ] with time
step ∆t := T

N . A fully discrete approximation of Problem 3.1 is defined as follows:

Problem 5.1. Given A0
h ∈ V0

h, for k = 1, . . . , N find Ak
h ∈ Vh such that

1

∆t

(
σAk

h − σAk−1
h , Zh

)
L2

r(Ω0)
+ a(tk, Ak

h, Zh) =
(
JS(tk), Zh

)
L2

r(ΩS)
∀Zh ∈ Vh.

First we prove that this problem is well-posed, at least for ∆t sufficiently small,
by means of the following stability result.
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Theorem 5.1. Let λ∗ be defined as in Lemma 3.1. If λ∗∆t < 1/4, then Problem 5.1
has a unique solution and there exists a positive constant C independent of h, ∆t,
and the data of the problem, A0

h and JS, such that

max
1≤k≤N

‖Ak
h‖

2

L2
r(Ω0)

+ ∆t

N∑

k=1

‖Ak
h‖

2
eH1

r (Ω) ≤ C

[
‖A0

h‖
2

L2
r(Ω0)

+ ∆t

N∑

k=1

‖JS(tk)‖
2

L2
r(ΩS)

]
.

Proof. We only have to prove the estimate, since it implies that the fully discrete
problem has a unique solution. To do this, we test Problem 5.1 with Zh = Ak

h to
write

(
σAk

h − σAk−1
h , Ak

h

)
L2

r(Ω0)
+ ∆t a(tk, Ak

h, Ak
h) = ∆t

(
JS(tk), Ak

h

)
L2

r(ΩS)
.

On the other hand, we note that

2
(
σAk

h − σAk−1
h , Ak

h

)
L2

r(Ω0)
(5.1)

= ‖σ1/2Ak
h‖

2

L2
r(Ω0)

− ‖σ1/2Ak−1
h ‖

2

L2
r(Ω0)

+ ‖σ1/2Ak
h − σ1/2Ak−1

h ‖
2

L2
r(Ω0)

,

whereas from Lemma 3.1 we have

a(tk, Ak
h, Ak

h) ≥
α

2
‖Ak

h‖
2
eH1

r (Ω) − λ∗‖σ1/2Ak
h‖

2

L2
r(Ω0)

.

Substituting these last two relations into the first one and using a weighted Cauchy-
Schwarz inequality, we obtain

‖σ1/2Ak
h‖

2

L2
r(Ω0)

− ‖σ1/2Ak−1
h ‖

2

L2
r(Ω0)

+ ‖σ1/2Ak
h − σ1/2Ak−1

h ‖
2

L2
r(Ω0)

+ α∆t‖Ak
h‖

2
eH1

r (Ω) − 2λ∗∆t‖σ1/2Ak
h‖

2

L2
r(Ω0)

≤
2∆t

α
‖JS(tk)‖

2

L2
r(Ω) +

α∆t

2
‖Ak

h‖
2
eH1

r (Ω).

We add the above inequalities from k = 1 to n and use the assumption λ∗∆t ≤ 1/4
to write

1

2
‖σ1/2An

h‖
2

L2
r(Ω0)

+
α∆t

2

n∑

k=1

‖Ak
h‖

2
eH1

r (Ω)(5.2)

≤ ‖σ1/2A0
h‖

2

L2
r(Ω0)

+
2∆t

α

n∑

k=1

‖JS(tk)‖
2

L2
r(Ω) + 2λ∗∆t

n−1∑

k=1

‖σ1/2Ak
h‖

2

L2
r(Ω0)

.

Hence, the discrete Gronwall lemma, (see, for instance, [14, Lemma 1.4.2]) yields

‖σ1/2An
h‖

2

L2
r(Ω0)

≤ C

[
‖A0

h‖
2

L2
r(Ω0)

+ ∆t

n∑

k=1

‖JS(tk)‖
2

L2
r(Ω)

]
, n = 1, . . . , N.

On the other hand, setting n = N in (5.2) and using the previous inequality we
obtain

∆t
N∑

k=1

‖Ak
h‖

2
eH1

r (Ω) ≤ C

[
‖A0

h‖
2

L2
r(Ω0)

+ ∆t
N∑

k=1

‖JS(tk)‖
2

L2
r(Ω)

]
.

Thus we conclude the proof. �
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Our next goal is to prove error estimates for the solution of the fully discrete
problem. To do this we introduce some notation. Given (φ0, . . . , φN ) ∈ R

N+1, we
define the backward difference quotient

∂̄φk :=
φk − φk−1

∆t
, k = 1, . . . , N.

For A and Ak
h being the solutions of Problems 3.1 and 5.1, respectively, if A ∈

C0(0, T ;V), we write

A(tk) − Ak
h = δk

h + ρk
h in Ω.

with

δk
h := PhA(tk) − Ak

h and ρk
h := A(tk) − PhA(tk), k = 1, . . . , N.

In the proofs that follow we will have to use ∂̄ρk
h and ∂̄δk

h, which for k = 1 involves
δ0
h and ρ0

h, The latter is well defined in the whole Ω by the same expression as
above. However, this is not the case for δ0

h, since the domain of the data A0
h is just

Ω0. To define δ0
h in the whole domain Ω, we need to consider an extension of A0

h

outside Ω0. In principle any arbitrary extension could be used. We resort to the
solution Ah of the semi-discrete problem for reasons that will be clear below. Let

ρ0
h := A(0) − PhA(0) and δ0

h := PhA(0) − Ah(0),

where Ah is the solution to Problem 4.1. Then,

A0 − A0
h = δ0

h + ρ0
h in Ω0.

.
Finally, provided A ∈ C1(0, T ;L2

r(Ω0)), we define the truncation errors:

τk := ∂̄A(tk) − ∂tA(tk) in Ω0, k = 1, . . . , N.

The first step is to estimate δk
h in terms of ρk

h and τk.

Lemma 5.2. If λ∗∆t < 1/4 and A ∈ C0(0, T ;V) ∩ C1(0, T ;L2
r(Ω0)), then

max
1≤k≤N

‖δk
h‖

2

L2
r(Ω0)

(5.3)

≤ C‖δ0
h‖

2

L2
r(Ω0)

+ C∆t
N∑

k=1

[
‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]
,

∆t

N∑

k=1

‖δk
h‖

2
eH1

r (Ω)(5.4)

≤ C‖δ0
h‖

2

L2
r(Ω0)

+ C∆t

N∑

k=1

[
‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]
,

∆t

N∑

k=1

‖∂̄δk
h‖

2

L2
r(Ω0)

(5.5)

≤ C‖δ0
h‖

2
eH1

r (Ω) + C∆t

N∑

k=1

[
‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]
.

Proof. Because of the assumed regularity of A, testing Problems 5.1 and 3.1 with
Zh ∈ Vh ⊂ V and subtracting allows us to write

(
σ∂̄δk

h, Zh

)
L2

r(Ω0)
+ a(tk, δk

h, Zh)(5.6)

= −
(
σ∂̄ρk

h, Zh

)
L2

r(Ω0)
− c(tk, ρk

h, Zh) +
(
στk, Zh

)
L2

r(Ω0)
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for all Zh ∈ Vh and k = 1, . . . , N .
On the other hand, the same argument leading to (5.1) in the proof of Theo-

rem 5.1 leads to

1

2∆t

[
‖σ1/2δk

h‖
2

L2
r(Ω0)

− ‖σ1/2δk−1
h ‖

2

L2
r(Ω0)

]
≤

(
σ∂̄δk

h, δk
h

)
L2

r(Ω0)
.

By using the above inequality and Lemma 3.1, we obtain from (5.6) with Zh = δk
h

and a weighted Cauchy-Schwarz inequality,

1

2∆t

[
‖σ1/2δk

h‖
2

L2
r(Ω0)

− ‖σ1/2δk−1
h ‖

2

L2
r(Ω0)

]
+

α

2
‖δk

h‖
2
eH1

r (Ω) − λ∗‖σ1/2δk
h‖

2

L2
r(Ω0)

≤ C
[
‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]
+

α

4
‖δk

h‖
2

L2
r(Ω0)

.

Summing from k = 1 to n (1 ≤ n ≤ N) and a little algebra yields

‖σ1/2δn
h‖

2

L2
r(Ω0)

− ‖σ1/2δ0
h‖

2

L2
r(Ω0)

+
α∆t

2

n∑

k=1

‖δk
h‖

2
eH1

r (Ω)

≤ 2λ∗∆t

n∑

k=1

‖σ1/2δk
h‖

2

L2
r(Ω0)

+ C∆t

n∑

k=1

[
‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]

and using that λ∗∆t ≤ 1/4,

1

2
‖σ1/2δn

h‖
2

L2
r(Ω0)

+
α∆t

2

n∑

k=1

‖δk
h‖

2
eH1

r (Ω)

≤ ‖σ1/2δ0
h‖

2

L2
r(Ω0)

+ 2λ∗∆t
n−1∑

k=1

‖σ1/2δk
h‖

2

L2
r(Ω0)

+ C∆t
n∑

k=1

[
‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]
.

Hence, by using the discrete Gronwall Lemma, we obtain for n = 1, . . . , N

‖σ1/2δn
h‖

2

L2
r(Ω0)

≤ C‖σ1/2δ0
h‖

2

L2
r(Ω0)

+ C∆t
n∑

k=1

[
‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]
,

from which we conclude (5.3).
The second estimate follows by using the above inequality to estimate the terms

‖σ1/2δk
h‖

2
L2

r(Ω0)
in the right hand side of the previous one and straightforward com-

putations.
For the third estimate, first we test (5.6) with Zh = ∂̄δk

h to obtain
(
σ∂̄δk

h, ∂̄δk
h

)
L2

r(Ω0)
+ ã(δk

h, ∂̄δk
h)

= −c(tk, δk
h, ∂̄δk

h) −
(
σ∂̄ρk

h, ∂̄δk
h

)
L2

r(Ω0)
− c(tk, ρk

h, ∂̄δk
h) +

(
στk, ∂̄δk

h

)
L2

r(Ω0)
.

On the other hand, from the ellipticity of ã, it is immediate to show that

ã(δk
h, ∂̄δk

h) ≥
1

2∆t

[
ã(δk

h, δk
h) − ã(δk−1

h , δk−1
h )

]
.
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By substituting this inequality in the previous identity and using a weighted Cauchy-
Schwartz inequality, we arrive at

∆t‖σ1/2∂̄δk
h‖

2

L2
r(Ω0)

+
1

2

[
ã(δk

h, δk
h) − ã(δk−1

h , δk−1
h )

]

≤ C∆t
[
‖δk

h‖
2
eH1

r (Ω0)
+ ‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]

+
∆t

2
‖σ1/2∂̄δk

h‖
2

L2
r(Ω).

Now, we sum from k = 1 to N to write

∆t
N∑

k=1

‖σ1/2∂̄δk
h‖

2

L2
r(Ω0)

+ ã(δN
h , δN

h )

≤ ã(δ0
h, δ0

h) + C∆t
N∑

k=1

[
‖δk

h‖
2
eH1

r (Ω0)
+ ‖∂̄ρk

h‖
2

L2
r(Ω0)

+ ‖ρk
h‖

2
eH1

r (Ω0)
+ ‖τk‖

2

L2
r(Ω0)

]
.

Thus (5.5) follows from the ellipticity and the continuity of ã and (5.4). �

Notice that in the previous lemma the estimate (5.5) differs from (5.3) and (5.4)
in that it depends on ‖δ0

h‖ eH1
r (Ω), which in its turn depends on the chosen extension

of A0
h to the whole Ω, namely, Ah(0).

The following step is to obtain appropriate estimates for ρk
h and τk.

Lemma 5.3. If A ∈ H1(0, T ;H2
r (Ω) ∩ V), then

∆t

N∑

k=1

‖∂̄ρk
h‖

2

L2
r(Ω0)

+ h2∆t

N∑

k=0

‖ρk
h‖

2
eH1

r (Ω) ≤ Ch4‖A‖
2
H1(0,T ;H2

r (Ω)),

and if A ∈ H2(0, T ;L2
r(Ω0)), then

N∑

k=1

‖τk‖
2

L2
r(Ω0)

≤ C∆t‖A‖
2
H2(0,T ;L2

r(Ω0))
.

Proof. For the first estimate we use Barrow’s rule, to write

∂̄ρk
h =

1

∆t

∫ tk

tk−1

∂tρh(t) dt.

Hence, using a Cauchy-Schwartz inequality and (4.5) we have

∆t

N∑

k=1

‖∂̄ρk
h‖

2

L2
r(Ω0)

≤

∫ T

0

‖∂tρh(t)‖
2
L2

r(Ω0)
dt ≤ Ch4‖A‖

2
H1(0,T ;H2

r (Ω)).

Moreover, since ρk
h = A(tk) − PhA(tk), from (4.3) we have

∆t
N∑

k=0

‖ρk
h‖

2
eH1

r (Ω) ≤ Ch2‖A‖
2
C0(0,T ;H2

r (Ω)).

Thus, we conclude the first estimate of the lemma from the last two inequalities.
For the second estimate we use a Taylor’s formula in the definition of τk to write

τk =
1

∆t

∫ tk

tk−1

(t − tk−1)∂ttA(t) dt.

Hence, straightforward computations allow us to conclude the lemma. �
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Now we are in a position to prove the main result of this paper. Analogously
to what was done for the semi-discrete problem, we define the computed magnetic
field (cf. (2.13) and (2.14))

B
k
h := curl(Ak

heθ)

and the computed current density in the workpiece (cf. (2.9) and (2.15))

(5.7) J
k
h := −σ∂̄Ak

heθ + σv × B
k
h in Ω0.

The following error estimates hold for this numerical method.

Theorem 5.4. Let A be the solution to Problem 3.1 and assume it satisfies A ∈
H1(0, T ;H2

r (Ω)∩V)∩H2(0, T ;L2
r(Ω0)). Let ∆t > 0 be such that λ∗∆t < 1/4, with

λ∗ as in Lemma 3.1. Let Ak
h, k = 1, . . . , N , be the solution to Problem 5.1, with

initial data A0
h = IhA0. Let B be defined by (2.13) and (2.14) and J by (2.9) and

(2.15). Let B
k
h and J

k
h, k = 1, . . . , N , be defined as above. Then, there exists a

positive constant C independent of h, ∆t, and A such that

max
1≤k≤N

‖A(tk) − Ak
h‖L2

r(Ω0)
≤ C

[
h‖A‖H1(0,T ;H2

r (Ω)) + ∆t‖A‖H2(0,T ;L2
r(Ω0))

]
,

[
∆t

N∑

k=1

‖B(tk) − B
k
h‖

2

L2
r(Ω)

]1/2

≤ C
[
h‖A‖H1(0,T ;H2

r (Ω)) + ∆t‖A‖H2(0,T ;L2
r(Ω0))

]
,

[
∆t

N∑

k=1

‖J(tk) − J
k
h‖

2

L2
r(Ω0)

]1/2

≤ C
[
h‖A‖H1(0,T ;H2

r (Ω)) + ∆t‖A‖H2(0,T ;L2
r(Ω0))

]
.

Proof. By writing A(tk) − Ak
h = δk

h + ρk
h, from Lemmas 5.2 and 5.3, we obtain for

all k = 1, . . . , N

‖A(tk) − Ak
h‖L2

r(Ω0)
≤ ‖δ0

h‖L2
r(Ω0)

+ C
[
h‖A‖H1(0,T ;H2

r (Ω)) + ∆t‖A‖H1(0,T ;H2
r (Ω))

]
.

On the other hand, the first term in the right hand side above is bounded as follows:

‖δ0
h‖L2

r(Ω0)
≤ ‖A0 − A0

h‖L2
r(Ω0)

+ ‖ρ0
h‖L2

r(Ω0)
≤ Ch‖A‖H1(0,T ;H2

r (Ω))

where for the last inequality we have used that A0
h = IhA0, Theorem 4.1, and (4.3).

Thus the first estimate of this theorem follows from the two inequalities above.
The proof of the second estimate is essentially identical.
The proof of the third one only differs in that ‖δ0

h‖ eH1
r (Ω) appears instead of

‖δ0
h‖L2

r(Ω0) when using Lemma 5.2. Then, from the definition of δ0
h, we have

‖δ0
h‖ eH1

r (Ω) ≤ ‖PhA(0) − A(0)‖ eH1
r (Ω) + ‖A(0) − Ah(0)‖ eH1

r (Ω) ≤ Ch‖A‖H1(0,T ;H2
r (Ω)),

where for the last inequality we have used (4.3) and Lemma 4.5. Using this in-
equality, the rest of the proof runs as those of the other estimates. �

6. Numerical experiments

The numerical method analyzed above has been implemented in a Fortran

code. Notice that the terms including the velocity lead to a non-symmetric linear
system at each time step. The corresponding systems have been solved by means
of the SUPERLU algorithm [7]. In this section, we will report the results obtained
by applying this code to different problems. First, we will present two tests which
will allow us to check the order of convergence of the numerical method. Finally,
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we will apply the code to an electromagnetic problem arising from an industrial
process: the metal sheet forming.

6.1. Test with analytical solution. First we consider a problem with known
analytical solution, although it does not fit exactly in the theoretical framework
considered in the previous sections, because the source current is supported in an
extremely thin coil. This test will allow us to check the convergence results proved
above. This example has been taken from [4] and [2] where it was used to analyze
a similar problem in harmonic regime. In what follows we describe briefly the test;
we refer the reader to [2, 4] for further details.

Let us consider an infinite cylinder consisting of a core metal surrounded by a
crucible and an extremely thin coil. The multi-turn coil is modeled as a continuous
single one with a uniform surface current density (see Figure 3). The current density
is taken periodic in time. If we do not consider velocity terms, then the solution
of the electromagnetic problem can be obtained in the whole space, even for an
axisymmetric crucible composed by different materials, provided that the physical
properties are constants in each material.

Figure 3. Analytical test. 3D and 2D sketches of the domain.

Since the current density is periodic in time, we assume that all the variables

can be written as follows: F (t, r, z) = Re[eiωtF̃ (r, z)], where ω > 0 is the angular
frequency of the source current. In such a case, for the problem described in
Figure 3, the azimuthal component of the magnetic vector potential is given by

A(t, r, z) = Re[eiωtÃ(r, z)], where

Ã(r, z) =





α1 I1(r
√

iωµσ), 0 < r < R1,

α2 I1(r
√

iωµσ) + β1 K1(r
√

iωµσ), R1 < r < R2,

α3µ0
r

2
+

β2

r
, R2 < r < R3,

βext

r
, r > R3,
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with I1 and K1 being the first-order modified Bessel functions of the first and second
kind, respectively. The coefficients µ and σ are taken constant in each material and

the constants α1, α2, α3, β1, β2, and βext are chosen so that Ã and 1
µr

∂(r eA)
∂r are

continuous at r = R1, r = R2, and r = R3.
We denote by Rext and Hext the width and height of the rectangular box enclosing

the domain for the finite element computations (see Figure 3, again). For validation

purposes, we have used exact Dirichlet boundary conditions, Ã = βext/r at r =
Rext, and homogeneous Neumann conditions on the horizontal edges (recall that,

for Ã ∈ H̃1
r (Ω), there also holds Ã = 0 at r = 0).

The method has been used on several successively refined meshes by reducing
the time step in a convenient way to analyze the convergence with respect to both,
the mesh-size and the time step. With this aim, the numerical approximations
have been compared with the analytical solution. As a first step, for each quantity
Ak

h, B
k
h, and J

k
h, the dependence of the error on h and ∆t was studied separately.

To do this, first we fixed the time step to a sufficiently small value, so that the
error practically depends only on the mesh-size. In this case we observed that the
error of B

k
h reduces linearly with respect to h, while those of Ak

h and J
k
h reduces

quadratically. Then, we fixed the mesh-size to a sufficiently small value for the time
discretization error to prevail. In such a case we observed a linear dependence on
∆t for all quantities.

We illustrate in Figures 4 and 5 the convergence behavior of the method for each
of these quantities. These figures show log-log plots of the errors of Ak

h, J
k
h, and

B
k
h in the discrete norms considered in Theorem 5.4 versus the number of degrees

of freedom (d.o.f.). To report in one only figure the simultaneous dependence on h
and ∆t, we proceeded in the following way: first, we chose initial values of h and
∆t, so that the time and the space discretization errors were both of approximately
the same size; secondly, for each of the successively refined meshes, we have taken
values of ∆t proportional either to h or to h2, according to the previously observed
dependence of the errors on the mesh-size.
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Figure 4. Analytical test. Relative errors for the magnetic vec-
tor potential max1≤k≤N ‖A(tk) − Ak

h‖L2
r(Ω0) (left) and the current

density [∆t
∑N

k=1 ‖J(tk) − J
k
h‖

2
L2

r(Ω0)
]1/2 (right) versus number of

d.o.f. (log-log scale), with ∆t = Ch2 in both cases
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Figure 5. Analytical test. Relative errors for the magnetic in-

duction [∆t
∑N

k=1 ‖B(tk) − B
k
h‖

2
L2

r(Ω)]
1/2 versus number of d.o.f.

(log-log scale), with ∆t = Ch.

A quadratic dependence on the mesh-size in the first two cases and a linear de-
pendence in the third one can be clearly seen from these figures. Notice that the
convergence behavior for all these quantities agrees with or improves the theoreti-
cally predicted order of convergence.

6.2. Simulation of an induction heating furnace including a moving fluid.

The goal of this section is to analyze the convergence of the numerical method
applied to a problem lying in the framework of the theoretical results and including
the velocity term in the Ohm’s law. We recall that in our analysis the domain of the
conducting medium remains fixed throughout the process. This is what happens,
for instance, in magnetohydrodynamic problems which involve a fluid in motion
occupying a fixed domain [3]. In particular, we consider the simulation of a small
induction furnace composed by a graphite crucible and containing silicon in motion
inside. This example has been taken from [4] where it was solved in harmonic
regimen. A sketch of the domain is presented in Figure 6, the geometrical data are
described in more detail in [4]. In the present case, we assume that each turn of
the coil has a periodic in time uniform current distribution with amplitude J0, i.e.,
JS := J0 cos(ωt); these source data and the physical parameters are described in
Table 1.

Table 1. Induction Furnace. Physical data.

Number of coil turns: 4
Amplitude of current density (in each turn) (J0): 3 × 107 A/m2

Frequency (ω): 50 Hz
Electrical conductivity of silicon (σ): 1234568 (Ohm m)−1

Electrical conductivity of crucible (σ): 240000 (Ohm m)−1

Magnetic permeability of all materials (µ): 4π10−7 Hm−1

The radial section of the domain containing melted silicon is a rectangle [0, r0]×
[z0, z1] with r0 = 0.021, z0 = 0.004, and z1 = 0.05 all the lengths measured in
meters. The velocity field in this domain has been taken as v = curl(ϕeθ) with ϕ
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Silicon

Crucible

Copper

Figure 6. Induction Furnace. Sketch of the domain.

given by

ϕ = cr2 (r − r0)
2
(z − z0)

2
(z − z1)

2
.

The constant c has been taken large enough so that the electric current density due
to this velocity be significant. In particular we have taken c = 1014. Notice that v

is divergence free and vanishes on the whole boundary of the rectangle.
The current arising from the velocity term is actually significant in this problem.

In fact, this can be seen from Figure 7, where we plot the two components J
E :=

σ∂̄Ak
h and J

V := σv × B
k
h of the current density (cf. (5.7)).
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Figure 7. Induction Furnace. ‖JE‖L2
r(Ω0) and ‖JV‖L2

r(Ω0) versus time.

Since in this case there is no analytical solution to compare with, we have used
as a reference solution the one obtained with the same finite element method for
an extremely fine mesh. Numerical approximations A

k
h, B

k
h, and J

k
h obtained with

several successively refined meshes have been compared with the reference one. In
all cases we have used a time-step sufficiently small so that the errors arising from
the time discretization be negligible with respect to the space discretization errors.
Figure 8 and 9 show log-log plots of the corresponding relative errors.
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Figure 8. Induction furnace. Relative errors for the magnetic
vector potential max1≤k≤N ‖A(tk)−Ak

h‖L2
r(Ω0) (left) and the mag-

netic induction [∆t
∑N

k=1 ‖B(tk) − B
k
h‖

2
L2

r(Ω)]
1/2 (right) versus

number of d.o.f. (log-log scale), with ∆t sufficiently small.
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Figure 9. Induction furnace. Relative errors for the current den-
sity [∆t

∑N
k=1 ‖J(tk)−J

k
h‖

2
L2

r(Ω0)
]1/2 versus number of d.o.f. (log-

log scale), with ∆t sufficiently small.

A linear order of convergence can be clearly observed for B
k
h and J

k
h, as predicted

by the theory. This is not the case for the magnetic potential Ak
h which converges

quadratically, although only a linear order of convergence has been proved in Theo-
rem 5.4. Even though this is just an auxiliary quantity, from the theoretical point of
view it would be interesting to know whether such a quadratic convergence always
holds.

6.3. Simulation of an industrial application: An electromagnetic forming

process. Finally, we have used the numerical method to compute the current den-
sity and the Lorentz force in an example taken from an electromagnetic forming
process. Electromagnetic forming (EMF) is a dynamic, high strain-rate forming
method. In this process, deformation of the workpiece is driven by the interaction
of a transient current induced in the same workpiece by a magnetic field generated
by an adjacent coil ([8]).
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In this section, we consider the geometry and physical data of the axisymmetric
electromagnetic forming example described in [11] (see Figure 10 and Table 2),
which corresponds to a classical benchmark problem (see [11, 16] for more details).

H

E

Coil
I

FB

A

C
KJ

Workpiece

R

Figure 10. EMF. Geometry of the benchmark problem.

Table 2. EMF. Geometrical data and physical parameters:

Thickness of the workpiece (F): 0.0012 m
Height of the tool coil (H): 0.0115 m
Width of each turn coil (I): 0.0025 m
Distance between coil turns (K): 0.0003 m
Distance coil-workpiece (B): 0.002 m
Vertical distance from coil to bottom (C): 0.05 m
Vertical distance from workpiece to the top (A): 0.05 m
Width of the workpiece (E): 0.115 m
Width of the rectangular box (R): 0.2 m
Number of coil turns: 9
Electrical conductivity of metal (σ): 25900 (Ohm m)−1

Magnetic permeability of all materials (µ): 4π10−7 Hm−1

We are not able to compare in detail our results with those presented for the
same benchmark problem in [16], because we have not included the deformation
of the plate in the model. This deformation, which leads to an electromagnetic
domain changing with time is the object of a forthcoming research. In the present
case, we report some qualitative results obtained by using the geometrical data
and the current source given in [11], which is shown in Figure 11. Notice that it
corresponds to a source attaining very large values in a very short time: 10µs.

We present in Figure 12 the axial component of the Lorentz force versus radius
(left) and height (right) for a fixed time (10µs). The results are qualitatively very
similar to those presented in Section 6 from [16].

Acknowledgment
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Figure 12. FEM. Axial component of the Lorentz force versus
radius (left) and versus height (right) after 10µs.
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