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1 Introduction

A classical question related to a vector optimization problem with single
valued or set-valued objective function is to obtain conditions from which
one can prove the existence of efficient solutions. Usually, these conditions
are deduced through minimal point existence theorems of a set in ordered
spaces by assuming some continuity assumption on the objective function
(see [14,16,28,32-34] and the references therein for a complete description
of minimal point and efficient solution existence theorems in several spaces
and optimization problems, respectively).

In the literature, sufficient conditions for the existence of minimal points
in ordered linear spaces are based on cone-compactness or cone-completeness
and boundedness assumptions compatible with the order relation via differ-
ent kind of cones (Daniell, correct, closed and pointed, etc., see [16]). These
conditions are proved by using various tools, like Zorn lemma (see, for in-
stance, [6,31]), Bishop—Phelps lemma (see [5]) or scalarization procedures
(see, for instance, [27,35]).

In the last years, some conditions for the existence of efficient solutions in
vector optimization have been generalized to set-valued optimization with set
solution criteria (see, for instance, [14,23,25,30] and the references therein).

On the other hand, recently several authors have been interested to extend
the well-known Ekeland variational principle (see [12]) to vector and set-
valued optimization problems (see [9, 16,20, 23,24, 26] and the references
therein), due to the important applications of this result in mathematical
programming, control theory, convex analysis, geometry theory of Banach
spaces, etc. (see [11,13,16]).

There exist a lot of relations between Brézis-Browder principle (see [2,7]),
Bishop—Phelps lemma and Ekeland variational principle (see, for instance,
[28, pg. 160] and [4,13,23]). The main objectives of this work are, first, to
derive Brézis—Browder principles on partially ordered spaces through weaker
assumptions than the usual ones and second, to use them to prove more gen-
eral strong minimal point/solution existence theorems and new versions of
Bishop—Phelps lemma and Ekeland variational principle in different frame-
works. The more general version of these new Brézis—Browder principles is
based on the lower boundedness of certain maximal sets.

As a consequence we obtain a scalar version of the Brézis—Browder prin-
ciple whose monotonicity assumption on the scalararization function is more
general than the usual strict monotonicity and for which the standard bound-
edness assumption on the mentioned scalarization function is not necessary
(Theorem 5.1).

Moreover, we prove two very general Ekeland variational principles that



work for functions whose image space is a magma (Theorem 6.2). The second
one is based on a new approximate strong solution concept defined in a
ordered magma that encompasses a lot of approximate efficiency notions
introduced in vector optimization. Some properties of this new approximate
strong solution concept are proved too.

As applications, we prove several sufficient conditions for the existence
of efficient points in ordered linear spaces, from which one observes that the
assumptions on the feasible set and the order cone are complementary in
a certain sense, and new Ekeland variational principles that extend various
similar recently published results. In particular we derive this kind of vari-
ational principles for scalar optimization problems where the perturbation
function is a generalized Q-function, a new class of mappings introduced in
this paper that generalizes properly the class of Q-functions (see [1]), and
also for set-valued optimization problems with a set solution criterion.

The structure of this paper is as follows. In Section 2, the main notations
are fixed and some basic definitions and results are recalled. In Section 3, a
generic quasi order = ¢ is introduced, which collapses the partial orders usu-
ally considered in the objective space of vector and set-valued optimization
problems, in Bishop—Phelps lemma and in several Ekeland variational princi-
ples too. In Section 4, a version of Brézis—Browder principle on partially or-
dered spaces is proved that encompasses two recent vectorial Brézis—Browder
principles published in [10,36]. This extension is used in Section 5 to obtain
a minimal point existence theorem, that is applied to derive strong solution
existence theorems and Bishop—Phelps lemmas, and in Section 6, together
with a new approximate strong solution concept, to prove Ekeland varia-
tional principles, all of them in optimization problems whose objective space
is quasi ordered. Moreover, Section 5 and Section 6 contain applications to
vector and set-valued optimization problems, respectively.

2 Notations and preliminaries

Let (V, <) be a quasi ordered set, i.e., < is a binary relation on V # () that
satisfies the reflexive and transitive properties, and let (G, <) be a partially
ordered set, i.e., (G, <) is a quasi ordered set such that < satisfies the anti-
symmetric property too. Given vy,vy € V we write v; < vy if v1 < vy and
vy # vy. Analogously, for y;,ys € G the notation y; <y, means that y; <y,
and 4 # p.

A sequence (v,) C V is said to be nonincreasing for the order < (nonin-
creasing for short) if v, < v, Vn,m € N, n > m. A mapping ¢ : V — G is
said to be nondecreasing (resp. increasing) for the orders < and < (nonde-



creasing or increasing for short) if p(v1) < p(vy) for all v,ve € V, v < vy
(resp. @(v1) 9 @(ve) for all v1,v9 € V, v1 < v2). The sets of nondecreasing
and increasing mappings are denoted by H(V, <,G, <) and H*(V, <, G, Q),
respectively (in order to shorten both notations, < or < can be missing if
any confusion is possible). Clearly, H*(V,G) C H(V, G).

Let (£,+, <) be a preordered magma with zero element such that

Yy, €&, i Sy =y +y Sy +y, (1)

Le., (£,=) is a preordered set (< is a transitive binary relation on £ # 0),
+: & x & — £ is a law of composition, there exists a zero element O € £
(y+0s =0s+y =y for all y € £) and property (1) is satisfied. The zero
element O¢ will be denoted by 0 if there is not confusion.

Let X be a nonempty set and consider a mapping J : X — V. We denote
Im(J) = J(X) := U,ex /(2), Graph(J) = {(z, J(x)) : # € X} and for each
velV, S(Jv)={reX:Jx)<v}and So(J,v)={xr € X : J(z) <wv}. In
particular, if X =V and J(v) = v for all v € V we denote S(V,v) := S(J,v)
and Sp(V,v) := Sy(J,v).

Given the following general optimization problem:

< —Min F(x) subject to =z € X, (2)
where F' : X — V), we denote

Min(F,<):={x € X:x € S(F,F(z)),Vz € S(F,F(x))},
Min(F, <) :={x € X : So(F, F(z)) = 0},
SMin(F, <) :={z € X : S(F, F(x)) = {x}}.

The elements of Min(F, <), Min(F, <) and SMin(F, <) are called minimal
solutions, nondominated solutions and strong minimal solutions (solutions,
nondominated solutions and strong solutions for short) of problem (2), re-
spectively. Strong minimal solutions are termed strict efficient solutions
in [15] and references therein.

If ) # M C V and we consider X = M and F(z) = x Vx € M then
Min(F, <), Min(F, <) and SMin(F, <) are the sets of minimal, nondominated
and strong minimal points of M, respectively. We denote these sets by
Min(M, <), Min(M, <) and SMin(M, <).

In the sequel, R”. denotes the nonnegative orthant of R” and Ry := R!.
Moreover, if Y is a topological linear space, Y* is the topological dual of Y
and for a convex cone D C Y, we write the positive and strict positive polar
cone of D by

Dt :={¢eY*:¢{(d)>0,Vd e D},
DY :={£e€Y*:£(d)>0,Yd e D\{0}}.
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It is obvious that D" C H(Y, <p,R) and D™ C H*(Y, <p,R), where
y,2€Y, y<pz &< z—ye€D.

This quasi order is used to model the decision maker’s preferences in vector
optimization problems.

Let us recall some particular kinds of order cones (see [16]). In the sequel,
when Y is a topological space, int(A) and cl(A) denote the interior and the
closure of a set A CY.

Definition 2.1. Let D C Y be a convex cone.
(a) D is proper if {0} # D # Y.
(b) D is solid if int(D) # 0.

(¢) D is based if D £ ().

(d)

d) D is well-based if there exists a bounded convex set B C Y such that

D =R,;B and 0 ¢ cl(B).

(e) Assume that Y is a normed space. D has the angle property if there
exists £p € Y and o > 0 such that

Dc{yeY aly| <&y}

(f) D is normal if for all nets (z;), (y;) C Y such that 0 <p x; <p y; Vi
one has y; — 0= z; — 0.

(g) Assume that (Y,7) is a locally convex space and 7 is defined by a
family P of seminorms. D is supernormal if for every p € P there
exists &, € Y* such that p(d) < ¢,(d) for all d € D.

3 A general quasi order

Let V be a nonempty set and consider two mappings g : V — £ and C :
YPxYVY—E€.

Definition 3.1. We say that g and C' define a domination structure in V
through the preordered space £ if the following relation is a quasi order in

)%

v, 02 €V, v Ryt = g(v1) + C(vi,v2) = g(v2).



The notation <, says that the domination structure in V is given by
the relation < of £ and the mappings g, C'. For example, the domination
structure (<%), ¢ is given by the set relation </, defined in Remark 3.1(c),
and the mappings g, C.

To check if two mappings g and C' define a domination structure we have
the following trivial properties. Let us observe from Remark 3.1(b),(g) that
these sufficient conditions are not necessary.

Lemma 3.1. Consider g: V - and C: V xV — €.
(a) If C(v,v) 20Vv eV, then <, ¢ is reflexive.
(b) If
C('Ul, ’U3) j C(Ul, Uz) + C(’Ug, Ug) Vvl, Va2, U3 c V, (3)
then <, ¢ is transitive.

Remark 3.1. Let Y be a linear space, let D C Y be a convex cone. The
following domination structures are well-known:

(CL) va = Y7 (87 +7 j) = (Y7 +7 SD)? g(U) =v a“nd C(U17U2> = OVU7,U17U2 €
V then vy =, ¢ vo if and only if v; <p vs.

(b) Consider V =Y and (€,+,<X) = (2¥,+,D). Let G : Y — 2¥ be a
set-valued mapping such that for each y € Y, 0 € G(y) and

deGly),qeGly+d)=d+qeGy). (4)

If g(v) = {v} and C(vy,v2) = G(v1) Vv,v1,v2 € V then vy <, ¢ vo if
and only if vy € v; + G(v1). This relation extends the previous one and
is used for modeling variable preferences (see, for instance, [33, 35]).
In particular, if G(v) = D for all v € V then v; <, ¢ v if and only
if v; <p ve. Let us observe that property (3) could not be satisfied.
Indeed, consider Y = R?, A = {(z,y) e R?* : y > 0}, G(v) = AVv e A
and G(v) = (R*\A) U {(0,0)} if v ¢ A. Then statement (4) is satisfied
but C((0,0),v) + C(v,w) ¢ C((0,0),w) if v = (z,y), y <0, Vw € R

(¢) As usual, we denote
Al +A2 = {a1 +ag:ay € Al,CLQ c A2} VAl,AQ € QY\{(D},

A+0=0+A=10,VAc2¥. Throughout the paper, the following set
relations due to Kuroiwa [29], for dealing with set-valued optimization
problems, will be considered:

Al,AQ €2Y, Al SID A2 < AQCAl—f—D,
A SUDAQ <~— A, C Ay — D.
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Ify = 2Y7 (87+7j> = (2Y7+7SID)7 g(U) = v and C(Ul7v2) = {0} or
C(vi,v2) = D Vu,v1,v3 €V then v; <, ¢ v if and only if v; <}, vy, If
we consider <% instead of SZD then vy <, ¢ vy if and only if v <} vs.

Consider a metric space (X,p). f V=X xR, (£,+,=) = (R, +, <),
g(x,r) =rand C((x1,1), (x2,72)) = p(a1,22) ¥V (z,7), (x1,71), (T2,72) €
V then (x1,71) =4 (z2,72) if and only if 1 + p(x1,22) < 9. This
relation was defined by Bishop—Phelps [5] to prove a maximal point
existence lemma.

Consider the uniform space (X,U), where the uniform topology U is
generated by the quasimetrics (gx)xea (see [22, Definition 2]), and V =
X XY, (£,+,2) = (2", +,<p). If g(z,y) = {y}, k € D\{0} and
C(z1, 1), (w2,42)) = Unen{an(@r, 22)k} V(2,9), (21,1), (22,52) € V
then (z1,y1) =g.c (72,92) if and only if y; + g (21, 22)k <p yo for all
A € A. This relation has been used in [22] to obtain Ekeland variational
principles in uniform spaces for functions with values in a linear space.

Let (X,p) be a metric space. If (Y,||]|) is normed, & € D\{0}, V =
X Y> (57 +, j) = (Y7 +, SD)7 g(:l:,y) =Y and C((xlvyl)a <x2ay2>> =
(p(z1,22) + [ly1 — 92|k V (2, 9), (21,31), (22,52) €V then (z1,41) =4
(2,y2) if and only if y; + (p(x1, z2) + [|[y1 — y2||)k <p yo. This relation
was used in [24] to prove a vector-valued Ekeland variational principle
in a vector optimization problem.

Consider a metric space (X, p), k € D and £ € D" such that (k) = 1.
In [17], the authors use the following relation in X xY" to obtain minimal
point theorems:

(21,91) Zre (22,92)
> (21,41) = (w2, 92) or { ?gz;lr)ﬁixé,(jj)).k <p Ya,

It is easy to check that =<j ¢ is the domination structure given in V =
X xY by (€,+,2)=(2",+,D), g(z,y) = {y} and

{0} if (xlayl) = ($27y2)7
C((w1,11), (22,102)) = § {d€ D :&(d) >0} if 21 = 29,51 # ¥,
p(z1,20)k + D if a1 # xs.

Let us observe that the set-valued mapping C' does not satisfy property
(3). Indeed, if X =R, Y =R?* D =R3, k = (1,1) and &(dy,dy) =
(1/2)(d1 + d2> then C((07 (17 1))7 (Oa (17 1))) = {(07 0)}?

C((0, (1,1)), (1, (1,1))) = C((1,(1,1)),(0,(1,1))) = (1,1) + R}
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and

C((0,(1,1)), (1, (1,1))) + C((1,(1,1)),(0,(1,1)))
= (27 2) + Ri— A C((0> (17 1))7 (O’ (17 1)))

(h) Consider a nonempty set A and let K : A x A = 2P be a set-valued D-
metric (sec [20)). 1tV = A x Y, (€,+,<) = (2, +,<b), g(a,y) = {y}
and C((a1, 1), (a2, 92)) = K(a1,a2) V(a,y), (a1,51), (a2,52) € V then
(a1,11) 24 (ag,y2) if and only if y5 € y; + K (ay, a2)+ D. This relation
was introduced by Gutiérrez et al. in [20] to obtain a set-valued version
of the Ekeland variational principle in vector optimization problems
with multivalued objectives.

4 A generalized Brézis—Browder principle

In this section, a vector-valued version of Brézis—-Browder principle on par-
tially ordered spaces is obtained that extends and unifies several similar
results of [10,36]. Such a vectorial version will show, in the next section
(Theorem 5.1), the standard boundedness assumption on the scalar function
in the original Brézis—Browder principle is suplerfluous. First we recall some
concepts.

Let F C 2Y be a nonempty family of subsets of V. M € F is maximal
in F with respect to the inclusion relation (maximal for short) if M = M’
for all M’ € F such that M C M'. Let 0 # M C V. A point v € V is a
lower (order) bound of M if v < v for all v € M. M is said to be lower
bounded if there exists some lower bound of M. The set of lower bounds of
M is denoted by LB(M).

Consider the following family of sets, where ¢ € H(V, G):

Fo:={M CV: M is totally ordered,
o(v1) <p(va) Yy, v € M vy < vy} .

Here M totally ordered means that for each vy, v, € M, we have v; < vy or
vy J v1. The followings statements are clear:

V totally ordered = F, = {M CV: p(v1) <p(ve) Vv, v € M, vy < v2}
e H'(V,G) = F,={M CV: M is totally ordered} ,
V totally ordered, p € H¥(V,G) = F, = 2".

The following result is a direct consequence of Zorn’s lemma and it was
obtained implicitly in the proof of [36, Theorem 2.1].

8



Lemma 4.1. F, has at least one maximal element.

Proof. As V # () there exists v € V and so {v} € F,. Thus the family F, is
nonempty. Let us check that F, is inductively ordered through the inclusion
relation. For this aim, let M C F,, be totally ordered and consider

L=|J{M:MeM}cV.

It follows that L € F,. Indeed, let vy, v, € L such that v; # v,. There exist
My, My € M such that v; € M;, i = 1,2 and we can suppose that M; C My
since M is totally ordered. Therefore vy, vo € My and v < v, @(v1) < p(ve)
or reciprocally, from which we have that L € F,. It is obvious that L is a
upper bound of M and so the inclusion relation is inductively ordered in F.
The result follows by applying Zorn’s lemma. O]

Theorem 4.1 (GENERALIZED BREZIS-BROWDER PRINCIPLE). Suppose
that some maximal element M* of F,, is lower bounded and let v € LB(M™).
Then ¢(v) = ¢(v) for all v € S(V, D).

Proof. First, let us observe that M*U{v} is totally ordered for all v € S(V, v),
since M* is totally ordered and each element v € S(V, ) is a lower bound of
M.

Consider v € S(V,v). As v is a lower bound of M* and ¢ is nondecreasing
we see that p(v) < p(v) < p(z) for all z € M*. If p(v)<p(v) then p(v)<p(2)
forall z € M* and v ¢ M*, i.e., v < z for all z € M*. Therefore, M*U{v} €
F,, which is a contradiction since M* is maximal in F,. Thus p(v) = ¢(?)
and the proof is completed. O

In view of Theorem 4.1, we can say that the central role in Brézis—Browder
principle is the lower boundeness of maximal sets in which the monotone
mapping ¢ is increasing. To illustrate this fact, consider # # ¥V C R and
o(z) = exp(z) for all x € R. In this case, V is the unique maximal element
of F, and it is clear that there exists v € V such that ¢(v) = ¢(v) for all
v € S(V,0) if and only if there exists 7 € V such that S(V,v) = {o}, and
this last condition is equivalent to say that —oo < inf{v : v € V} € V, i.e.,
V is lower bounded.

Theorem 4.1 collapses several versions of Brézis—Browder principle proved
in the literature, as it is showed in Corollary 4.1. Let us recall that V is
countably inductive (CIO in short form, see [13]) if for all nonincreasing
sequence (v,) C V there exist v € V and a subsequence (v,,) satisfying
v < vy, Vng. This notion is slightly more general than the usual CIO concept,
in which v is a lower bound for the whole sequence (v,,) (see [13]).



Let us recall that G is said to be totally ordered lower-separable (see [36])
if for any nonempty totally ordered set N C G there exists a nonincreasing
sequence (y,) C N such that, for any y € N, there exists ny satisfying

Yng J Y.

Corollary 4.1. [36, Theorem 2.1] Consider ¢ € H(V,G) and suppose that
V is CIO and G is totally ordered lower-separable. Then, for each z € V
there exists v € V, v < z, such that ¢(v) = p(v) for all v € S(V, v).

Proof. Let z € V. As S(V,z) is CIO, without loss of generality we can
assume that V = S(V,z). Let us check that M is lower bounded for all
M € F,. Indeed, since ¢ is nondecreasing and M is totally ordered it
follows that ¢(M) is totally ordered. By using that G is totally ordered lower-
separable we deduce that there exists a sequence (v,) C M such that ¢(v,)
is nonincreasing and for any v € M, there exists n satisfying ¢(v,) < p(v).

As M € F, we see that (v,) is nonincreasing and v, < v if v € M and
©(v,) < (v). Moreover, since V is CIO there exists w € V such that w < v,
for all n and w is a lower bound of M.

By Lemma 4.1 and Theorem 4.1 we deduce that there exists v € V such
that p(v) = ¢(v) for all v € S(V, v), which finishes the proof. O

5 Existence of strong solutions and Bishop—
Phelps Lemma

One can use Corollary 4.1 to prove strong solution existence results, Bishop—
Phelps lemmas and new versions of Brézis—Browder principle. In what follows
we establish an existence result of strong minimal solutions. We say that
a Hausdorff uniform space is nonincreasing sequentially complete if every
nonincreasing Cauchy sequence is convergent.

The novelty of the next result is that no boundedness of the scalar func-
tion ¢ is required. Moreover, let us observe that assumption (a) below is
strictly weaker than the usual increasing assumption on the scalarization
function ¢, see Remark 5.1.

Theorem 5.1 (EXISTENCE OF STRONG MINIMAL POINTS). Let (X, <) be
a quasi ordered space and consider two mappings J € H(X,V) and ¢ €
H(V,R U {+00}). Then, for each v € X such that S(X,u) is CIO there
exists 7 € S(X,u) satisfying (¢ o J)(z) = (¢ o J)(Z) for all x € S(X,z). If
additionally the following condition (a) is true, then S(X,z) = {z}.
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(a)

: Ja2' e S(X,z):
r € S(X,u), x€argmingy po )= { argming x 60 J = {a'}.
If additionally (X, i) is a nonincreasing sequentially complete Hausdorff uni-

form space then the same conclusions hold by considering the following as-
sumptions (b) and (c¢) instead of assuming that S(X,u) is CIO:

(b) For all nonincreasing sequence (z,,) C S(X,u) there exists a Cauchy
subsequence (zy, ).

(¢) If (x,) C S(X,u) is nonincreasing and z,, — x then = < x,, for all n.

Proof. Let u € X be such that S(X,u) is CIO. We will apply Corollary 4.1
(where we denote V' instead of V) to V' = S(X,u), § = RU {400} and
the function ¢ = ¢po J: (V',<) — (RU {+o0}, <) which is nondecreasing.
Notice that R U {+o0} is totally ordered lower-separable and the standard
partial ordering on RU{+o00} has the antisymmetric property. By Corollary
4.1 there exists £ € X, ¥ < u, such that (¢ o J)(x) = (¢ o J)(Z) for all
x € S(V',z), and the first part is proved since S(V', z) = S(X, 7).

Let us assume that hypothesis (a) is true. By applying it to & we obtain
that there exists 2’ € S(X, ) such that argmingy ¢ o J = {2'}. As ¢ is
constant in S(X,z) and S(X,2') C S(X,z) it follows that ¢ is constant in
S(X,2') too. Therefore argming y ¢ o J = S(X,2’) and the proof of the
second part is completed.

The third part is trivial since (b) and (c¢) imply that S(X,u) is CIO
for all w € X, and this implication is true because (X,U) is nonincreasing
sequentially complete. O

Remark 5.1. (a) An assumption implying (a) is the following:
S(X,x)NSo(go J,o(J(x) #0, Ve SX u),SX z)\{z} #0, (5)
which is equivalent to:
v e S(X,u), x€argmingx poJ= (X, z)={z}.

(b) If ¢(J(2)) < ¢(J(z)) for all z € S(J,J(z)), z # x (in particular,
if J is injective and ¢ € H*(V,<,R U {+o0})), then S(J, J(x))\{z} C
So(¢ o J,¢(J(x))) and so S(J, J(x)) N Se(¢p o J, &(J(x))) # O when we have
S(J, J(x))\{z} # 0, i.e., condition (5) and so (a) of Theorem 5.1 are satisfied.
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Theorem 5.1 reduces to [10, Theorem 4] by assuming that ) is a topo-
logical vector space ordered through the relation <p, where D is based,
and ¢ € DTS5, Moreover, the original version of Brézis—Browder principle
(see [7, Corollary 1]) can be obtained via Theorem 5.1 by considering X =V,
J equal to the identity mapping and ¢ € H(V,R). In this case, observe that
the boundedness assumption on function ¢ is superfluous and ¢ could not be
increasing.

Theorem 5.1 with assumption (b) encompasses the well known Brondsted
result [8, Theorem 1], as it is showed in the sequel, but before the following
definition is necessary. We say that F' : X — V) is nonincreasing sequentially
lower closed in S(F, F(u)),u € X, if for each sequence (z,) C S(F, F(u))
converging to z such that (F(x,)) is nonincreasing, one has

dng Vn>ng: F(z)<F(z,),
or equivalently (because (F(z,)) is nonincreasing),
VneN: F(x) < F(z,).

Corollary 5.1. [8, Theorem 1], [22, Theorem 1] Let (X, ) be a nonincreas-
ing sequentially complete Hausdorff uniform space equipped with a quasi or-
der < such that ¢ : X — X is nonincreasingly sequentially lower closed in
S(i,u) for u € X. Assume that ¢ € H(X,RU{+o0}) is bounded from below
on X, proper and for each U € U there exists § > 0 satisfying

T < Tg, (;5(3@) — qb(xl) <) = (.Z‘l,xg) eU.

Then, for each u € dom(¢) there exists z € dom(¢) such that z < w,
S(X,z) ={z}.

Proof. We will apply Theorem 5.1 to u € dom(¢). Let us check assumption
(b). Let (x,) C S(X,u) be satisfying z,41 < z, for all n. Since u €
dom(¢) and ¢ is nondecreasing and bounded below, we may suppose that
¢(z,) | r € R, Then, r < ¢(x,) for all n, and given any U € U there
exists ng such that ¢(z,,) < r+ (6/2) (6 as above). Thus, if n > ng then
O(Tny) — O(xy) <7+ (6/2) —r = §/2. This implies that ¢(z,,) — d(x,) < 0
for all m > n > ny. Hence (z,,,z,,) € U, showing that (b) holds.

We now check that (a) holds as well with J(z) = z for all z € X.
For this aim we use Remark 5.1. Indeed, if there exist z € S(X,u) and
' € S(X,x)\{z}, such that ¢(2') = ¢(x) then the assumption on ¢ implies
that (2/,x) € U for all U € Y and since (X,U) is Hausdorff we conclude that
x = 2/, a contradiction.

Then the result follows by Theorem 5.1. ]
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Next we use Theorem 5.1 to prove an existence result on strong solutions
of problem (2) via scalarization.
For each v € X we denote Im(F|g(xu)) := {F(x) : x € S(X,u)}.

Theorem 5.2 (EXISTENCE OF STRONG MINIMAL SOLUTIONS). Consider
problem (2), ¢ € H(V,RU{+00}), v € X and assume that Im(F|gp pw))) is
CIO. Then there exists z € X, F(z) < F(u), such that (¢oF)(z) = (¢poF)(Z)
forall x € S(F, F(z)). If additionally the following condition (a’) is satisfied,
then z € SMin(F, <).

(a')

Jda' € S(F,F(x)) :

x € S(F,F(u)),r € argmin oo F = .
( () MmN g (2 @ { argming p ¢ © F = {2'}.

If additionally (X,U) is a nonincreasing (with the quasi order (6) below)
sequentially complete Hausdorff uniform space and F' is nonincreasing se-
quentially lower closed in S(F, F(u)), then the same conclusions hold by
changing assumption (CIO) on the set Im(F|s(rrw))), by:

(b") For all sequence (x,,) C S(F, F(u)) such that (F(z,)) is nonincreasing
there exists a Cauchy subsequence (z,, ).

Proof. To apply Theorem 5.1, let us order the set X through the following
quasi order:

X1, T2 € X, 1 < Ty < F(l‘l) < F(l’g) (6)

With this relation the objective mapping F' is nondecreasing. Moreover,
S(X,u) is CIO if and only if Im(F|gprw)) so is, S(X,z) = S(F, F(x))
for all z € X, (a) and (a’) are equivalent, (b) and (b’) are equivalent and
statement (¢) is equivalent to say that F' is nonincreasing sequentially lower
closed in S(F, F(u)). Then Theorem 5.2 is a direct consequence of Theorem
o.1. [

Remark 5.2. We actually have that Theorem 5.2 and Theorem 5.1 are
equivalent, in the sense that one can be obtained from the other. Indeed,
that Theorem 5.1 implies Theorem 5.2 is proved above. The other implication
is obtained by applying Theorem 5.2 to the mappings

F=0J): X —=XxV, ¢0v) =),
with the quasi order < on X x V defined by

(x1,v1) K (22, 02) <= 11 <29 and vy < vs.
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By combining Theorem 5.2 with the quasi order <, we obtain the fol-
lowing strong solution existence theorem. We write C' = 0 (resp. 0 < C) if
C(v1,v9) =0 Vvy,vg €V (resp. 0 < C(vy,v9) Voi,v9 €V, 11 # v9).

Theorem 5.3 (SECOND STRONG SOLUTION EXISTENCE RESULT). Consider
problem (2), where the objective space is ordered via the quasi order <, ¢
and 0 < C(v1,vz) for all v1,v, € V. Let u € X be such that Im(F|g(rr(w)))
is CIO with respect to <, ¢. If there exists £ € H(E, <, RU{+00}) satisfying
one of the following conditions, then there exists = € X, F(z) <,¢ F(u),
such that z € SMin(F, <, ¢).

(a) C' =0, go F is injective in S(F, F(u)) and £ € H*(E, <, RU {+00}).

(b) 0 < C, F is injective in S(F, F(u)) and &(y1 + y2) > £(y1), Vyi,y2 €
5,0 < Ya.

Proof. The result follows by applying Theorem 5.2 and Remark 5.1 to ¢ =
£og. [l

By combining Theorem 5.3 with the domination structures of Remark
3.1 it is possible to derive a lot of strong point/solution existence results in
different frameworks, as it is showed in Proposition 5.1. In the rest of this
section we assume that (Y,7,<p) is a complete topological quasi ordered
linear space. Consider a nonempty set M C Y. The following existence
theorem for strong points of M is a direct consequence of Theorem 5.3 and
the assumption:

Assumptions (A1) (a) There exists ¢ € H* (Y, <p,RU {+o0}),
(b) For each nonincreasing sequence (y,,) C M there exists a Cauchy subse-
quence (Yy, ).

Proposition 5.1. Assume that M and D are closed and assumption (Al)
is satisfied. Then, for each y € M, S(Y,y) N SMin(M, <p) # 0.

Proof. By Remark 3.1(a) we see that (M,<p) is the same as (V,=,¢),
where V = M, (£,+,X) = (Y, +,<p), g(v) = v and C(vi,v3) = 0 for all
v,v1,v2 € V. Property CIO is satisfied with respect to <, and F' = id
by assumption (b), since (Y, 7) is complete and M, D are closed. Then the
result follows by applying Theorem 5.3. [

In order to apply Proposition 5.1 let us observe that H*(Y, <p, RU{+o00})
must be nonempty. Next we show some conditions in order to check the
hypotheses of Proposition 5.1.

Proposition 5.2. The set H*(Y, <p,R U {+00}) is nonempty if one of the
following conditions is true:
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(a) D is based.

(b) There exists a proper closed solid convex cone D' such that D C
int(D").

Proof. Part (a) is obvious since () # D™ C H*(Y, <p,RU{+o0}). To prove
part (b), let us take ¢ € int(D’) and consider the mapping ¢, : ¥ — R
defined by

o ly) =inf{teR:yetq— D'} Vyev.

It is easy to check that ¢, € H*(Y,<p,R U {+00}) (see, for instance, [16,
Corollary 2.3.5]). O

Theorem 5.4. Consider a nonempty set M C Y. Assumption (A1)(b) is
satisfied if one of the following conditions is true:

(a) M is compact.

(b) Y is alocally convex space, D is w-normal (i.e., normal with respect to
the weak topology) and ¢ is bounded from below on M for all £ € D+,

(¢) (Y,7)is alocally convex space, where 7 is generated by the seminorms
p € P, D is supernormal and &, is lower bounded on M for all p € P.

(d) (Y,|||) is normed, D has the angle property and £p is lower bounded
on M.

Proof. Part (a). It is obvious that (A1)(b) is hold when M is compact.

Part (b). Assume that Y is a locally convex space and D is w-normal.
Then Y* = DT — D7 (see, for instance, [16, Proposition 2.2.9]). In order
to prove that (A1)(b) is satisfied, let us consider a nonincreasing sequence
(yn) C M. By hypothesis (£(y,)) is bounded V& € DT. Fix e > 0, &,& €
D+, g =& — & and the weak neighborhood

Ulg,e) ={yeY :|gly)| <e}.

The sequences (&1(y,)) and (&(yn)) converge since they are nonincreasing
and bounded below. Therefore they are Cauchy sequences and there exist
ni, ny € N such that

1&i(Ym —yn)| <€/2, n,m>n; Vi=12.
It follows that

19Wm =)l = 161(Wm = Yn) = E2(Um — Yn)| < & Wm — Yn)| + [§2(Ym — yn)|
< ¢/24¢/2=¢ VYm,n>ng=max{ng,ny}
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and $o Y — yn € U(g,€) Ym,n > ng. Thus (y,) is a weak Cauchy sequence.

Part (c). Let (y,) C M be a nonincreasing sequence. By the hypotheses
we see that (&,(y,)) is nonincreasing and bounded Vp € P. Then, for each
p € P the sequence (&,(y,)) converges and so is a Cauchy sequence. ;From
here it is clear that (y,) is a Cauchy sequence, since

PWYm — Un) < E(Yn — Um), VpeEP,VYm>n.
Part (d) is a consequence of part (¢) and the proof is completed. ]

Remark 5.3. It is well-known that if a convex cone D is supernormal then is
w-normal too (see [16]) and from this point of view, one could think that part
(¢) of Theorem 5.4 is a consequence of part (b). However, let us note that the
boundedness assumption in (¢) is weaker than (b). Similar reasonings can be
made with the other parts and in this sense it is clear that the boundedness
hypotheses on the set M and the assumptions on the order cone D are
complementary, since the first ones are weaker when the second ones are
stronger and reciprocally.

By combining the hypotheses in Proposition 5.2 and Theorem 5.4 one
can deduce different strong minimal point existence theorems via Proposition
5.1. In this sense, this approach allows us to generalize Bishop—Phelps ex-
tremal principle to different contexts and under weaker assumptions. Indeed,
Bishop—Phelps extremal principle (see [4, Theorem 2.5]) is a consequence of
Proposition 5.1, Proposition 5.2(a) and Theorem 5.4(d).

In the following corollary, Bishop—Phelps extremal principle is extended
to locally convex spaces. Its proof is a direct a consequence of Proposition
5.2(a), Theorem 5.4(b) and Proposition 5.1 applied to the weak topology.

Corollary 5.2. Let (Y, 7) be a Hausdorff locally convex space and let () #
M C 'Y be complete with respect to the weak topology. Suppose that D C Y
is a based w-normal closed convex cone. If ¢ is bounded below on M, V¢ €
D7, then SMin(M, <p) # 0.

In [32, Theorem 3.1], a Bishop—Phelps principle to topological linear
spaces was obtained via well-based order cones. From the previous corol-
lary we deduce that this hypothesis can be weakened to convex cones which
are based w-normal and closed when the topological linear space is Hausdorff
locally convex.
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6 A quasi ordered Ekeland variational prin-
ciple and relatives

It is well-known that Ekeland variational principle is a strong element exis-
tence result based on a particular ordering in the epigraph of the objective
mapping (see [4,12]). This idea is exploited here to prove general Ekeland
variational principles on quasi ordered spaces via Theorem 5.2.

In this section, we assume that F' : X — &£, where X is any nonempty
set and (€, <) is a preordered space. Consider the problem

= —Min (i, F)(x) subject to x € X, (7)

where 7 : X — X denotes the identity mapping and <. is a quasi order
defined on X x & (actually, it needs to be defined only on Graph(F')) in
terms of the preorder on &.

Different versions of the Ekeland variational principle can be obtained via
existence results of strong solution to problem (7). The following theorem
shows this fact. Let us consider first some assumptions:

Assumptions (A2) There exists © € X and ¢ € H(X x &, <,,RU {+00})
such that

z2e€S((i,F),(x,F(z))), ze€ argmin @o/(iF)
S((,F),(2,F(2)))

34 € S((i, F), (=, F(2))
= argmin @ o (i, F') = {2'}. (8)
S((,F), (2, F(2')))

Moreover, Graph(F|g (i, r),z,7(z))) 18 CIO with respect to =, i.e., for each
sequence (z,,) C S((i, F), (z, F(z))) such that (z,, F(z,)) is nonincreasing
with respect to the quasi order <., there exists u € S((i, F), (z, F(z))) and
a subsequence (x,,) satisfying (u, F'(u)) =¢ (zn,, F(x,,)) for all ng.

Theorem 6.1. Consider that assumptions (A2) are satisfied. Then there
exists Z € X such that

(1) (z,F(z)) 2 (2, F(z));
(i1) ' € X, (o, F(2)) 2 (2, F(Z)) = o' = Z.
Proof. The result follows by applying Theorem 5.2 to problem (7). O

In what follows, we give two main quasi orders <. encompassing well-
known ordering appearing in the literature. We start with that when the
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perturbation is given by a family of mappings K, A € A that satisfy the
“triangle inequality”. Throughout we assume that (€, +, <) is a preordered
magma with zero element satisfying (1).

Definition 6.1. We say that a family of mappings K, : X x X — &
parametrized by A € A satisfies the “triangle inequality” property (prop-
erty TI for short) if for each z; € X, i = 1,2,3, and A € A there exist
p,v € A such that K)(z1,23) 2 K,(21,22) + K, (22, 23).

If the mappings (K )xen satisfy property TI then it is not difficult to
prove that the relation

(z1,91) = (w2,12) o1
(xhyl) je <$27y2> — { Y1 + KA(a:laI?) j Y2, VAeA (9)

defines a quasi order on X x . Moreover, if Ky(z,z) <0 for all x € X and
A € A then (9) is equivalent to say

(x1,11) Re (2, y2) <= y1 + Kx(21,22) 2 y2, VAEA. (10)

Theorem 6.2. [FIRST QUASI ORDERED EKELAND VARIATIONAL PRINCI-
PLE| Let (K))aea be satisfying property TI and assume that assumptions
(A2) are true with the quasi order given by (9). Then there exists T € X
such that, for z as in (A2),

(1) #T = F(Z)+ Kx\(Z,2) S F(z) VA € A;

(17) For each ' € X\{z} there exists A € A such that F(z') + K)(2/,z) &
F(z).

Proof. By applying Theorem 6.1 with the quasi order <. given by (9) we
deduce that there exists z € X satisfying

{ (1) (2, F(7)) = (z, F(2)),

(11)
(i) o' € X, (@, F(z)) <. (3, F(z)) = o'

T.

By (11)(7) we obtain (z, F(z)) = (z, F(z)) or F(Z)+ K)\(z,x) < F(x) for all
A € A and then Part (7) is proved. Analogously, by (11)(7) we have

, { (', F(2") = (z, F(Z)) or /
€ X,
F(a') + Ki(2,7) X F(z) YAeA

Therefore, if 2’ # Z then there exists A € A such that F(2') + K)\(2/,Z) A
F(z) and the proof is complete. O
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Remark 6.1. If we have
Ky(z,z) X0 VzeX, VAeA (13)
then by (10) we have the following relation instead of (12):
¥eX, Fl@)+ Kyd,2) S F(z) YAeA=i ==

and therefore Part (i) of Theorem 6.2 can be rewritten as in the following
standard form:

e X, Flx)+ K\(2',z) X F(z) VAeA=2 =1z (14)

Obviously, this statement is also true if relation (13) is not satisfied. However,
the expression in Part (i) of Theorem 6.2 is more suitable because statement
(14) could be useless when (13) is false. Indeed, in this last case, it could
happen that for each 2’ € X there exists A € A such that F(z')+ K, (2, ) A
F(z), i.e., just the expression used in Part (i7) of Theorem 6.2. For example,
let us apply Teorem 6.2 with the following data: X =R, & =R, F(z) = |z,
o(z,y) =y forall ze R, y € Ry and

—T9 if T2 < -1

K(ZL‘l,l'Q) = { 1 if Ty > 1 VZL‘l,ZEQ € R. (15)

Let x = 1. It is clear that assumptions (A2) hold. Part (i) of Theorem 6.2
is satisfied by z = 0, but relation (14) cannot be checked. However, z = 0
satisfies Part (i7) of Theorem 6.2.

Theorem 6.2 extends [22, Theorems 4 and 9], [23, Corollaries 6.13, 6.15
and Theorems 6.1, 6.8, 6.9] and [24, Corollaries 3.1, 4.3 and Theorem 4.2] to
a space (€, +, =) which could not be linear and < could not be a set relation.
By taking F(z) =0, x € X, and

K)\(l’,y) = K(‘T?y) = F(‘T?y) + gw(a:,y)e

we get [3, Theorem 3.1]. Furthermore, we have also obtained [36, Theorems
3.1, 3.2]. For this last result, take <=<y, F(z) =0, x € X, and

Ky(z,y) = ®(z,y) + kdr(z,y), A € A= (0,1],

in Theorem 6.2. A consequence of obtaining Ekeland variational principles
via Brézis-Browder principles is that the usual nonincreasing monotone com-
pleteness hypothesis of these variational principle is showed to be a CIO type
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assumption (see, for instance, [23, Corollaries 6.13, 6.15 and Theorems 6.1,
6.8, 6.9]).

In [1], the following quasi order on X X (RU {+o00}), which is not of the
form (9), is considered:

(1,91) Re (@2, 42) <= (21,11) = (22,y2) or q(z1,22) < p(y2)(y2 — 1),
(16)
where ¢ : X x X — [0, +00) satisfies

q(xy,w3) < q(x1,m2) + q(29, 23) V 11, 79,703 € X,

and ¢ : RU{+00} — (0,+00) is a nondecreasing function.

In order to generalize such kind of quasi order we assume that a distribu-
tive external operation is defined on &€ (ty € £ and t(y1 + y2) = tys + tyo
for all £ > 0 and y,y1,y2 € &), which is compatible with the quasi order <
(y1 = yo implies that ty; < ty, for all ¢ > 0), and satisfies 0 < 10, t;y =< tay,
for all ¢,¢1,t5 > 0, t; < ty and y € €. Then, given ¢ € H(E, X, (0, +00))
and a family (K)en satisfying property T1I such that 0 < K (z1, z5) for all
x1,29 € X and A € A, the quasi order on X x & induced by (16) is

(1, 91)1: (wg,ys) or

y1 + —— K (x1,22) Sy2 YVAEA
©(y2)

and the following Ekeland variational principle can be obtained by applying
Theorem 6.1.

(1,11) 2o (T2, y2) <= (17)

Theorem 6.3 (SECOND QUASI ORDERED EKELAND VARIATIONAL PRINCI-
PLE). Let (K))xea be satisfying property TT and assume that assumptions
(A2) are true with the quasi order given by (17). Then there exists z € X
such that, for z as in (A2),

1
p(F(x))
(17) For each 2’ € X\{Z} there exists A € A such that

(1) v #7 = F(Z) + K \(z,z) X F(z) ¥V X € A

1

P+ Cm@)

K)\(l’/,f) ﬁ F(:Z‘)

Next, Theorem 6.3 is applied to prove a slight generalization of a recent
scalar Ekeland-type variational principle.
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Definition 6.2. Let (X, d) be a quasi-metric space. A function ¢ : X x X —
[0,00] is called a (G)eneralized Q-function on X (GQ-function for short) if
the following conditions are satisfied:

(a) For each @1, 29,73 € X, q(21,23) < q(21,72) + q(12, 73).
(b) For each x1, 29,23 € X, if ¢(x1,22) = 0 and ¢(z1,x3) = 0 then xo = z3.

(c) Let (x,) be a sequence in X and (a,,) C R, av, | 0. If g, 20) < vy
for all n,m € N, m > n, then (z,) is a Cauchy sequence.

Remark 6.2. The class of GQ-functions is wider than the class of Q-functions
(see [1, Definition 2.1]). For example, take the quasi-metric in R, d(z,y) =
y—x if y > x and d(x,y) = 1 otherwise, and then consider ¢(x,y) = d(z,y)
for all z,y € R: this GQ-function does not satisfy (@3) of [1, Definition 2.1].

Theorem 6.4. Let X be a quasi-metric space and let f : X — RU{+o00} be a
proper bounded below function. Consider a GQ-function ¢ : X x X — [0, 0o],
a nondecreasing function ¢ : (—o0, 00] — (0, 00) and assume that X x (RU
{+00}) is ordered through the relation <, given by K = g. Suppose that
there exists x € dom(f) such that for every y € S((, f), (z, f(x))) and every
Cauchy sequence (z,,) C S((¢, f), (v, f(y))) with ((x,, f(x,))) nonincreasing
it follows that (x,) converges to a point in S((7, f), (v, f(v))). Then there
exists £ € X such that

(i) © # 7 = q(#,2) < o(f(0))(f(x) — F(7)):
(ii) a(a',7) > o(F@)(F(F) — ') Vol #7.

Proof. Let us check that Theorem 6.3 (where we consider the notation ¢’
instead of ) can be applied with the following data: £ = RU{+o0}, F = f,
K =gqand ¢'(z,t) =t for all (z,t) € X x RU{+00}. As ¢ is a GQ-function
then ¢ satisfies property TI and =<, is a quasi order in X x (RU{+o00}). Let
us see that assumptions (A2) are satisfied.

First we show that (8) is true. For this aim observe that ¢’ € H(X x&, <,
,RU{+00}) and consider z,y € X, z # y, such that

{z,y} C  argmin  ¢'o (i, f).
S ). f ()

Therefore f(z) = f(y) and ¢(z,y) = 0. Suppose that

argmin ' o (i, f) # {=}.
S((4,£),(2,£(2)))
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Then there exists u € S((i, f), (2, f(2))), u # z, such that ¢'(u, f(u)) =
o' (z, f(2)), i.e, f(u) = f(z) and then g(u, z) = 0. If u =y then

q(uvu) < Q(U7Z) + q(z,u) = Q(uvz) + (](Z,y) =0

and z = u, that is a contradiction. Thus u # y and as u € S((4, f), (v, f(v))
with f(u) = f(y) we have q(u,y) = 0 and so y = z, which is a contradiction.
Then
argmin ¢ o (i, f) = {z}
5((6,):(2,/(2)))
and the first part of assumptions (A2) is checked.

In order to prove that Graph(f|s(i.f).@.fz))) is CIO, consider a sequence
(xn) C S((i, f), (x, f(x))) such that ((z,, f(x,))) is nonincreasing with re-
spect to the quasi order <,. We can suppose that z,, # z,, for all n # m
since in the other case it is obvious that (x,) satisfies property CIO. Then
(f(x,)) C Ris nonincreasing and since f is bounded below there exists r € R
such that f(z,) | r. Thus, Vn,k € N, n,k > 1, we have that:

e
—
E
—_

Q(xma:nﬂc) < : Q(xn+ia xn+z’+1) < (‘P(f(xnﬂ)))(f(mnﬂ) - f(anrHl))

i

@
Il

=)
I

o

k—

S Z xn-i—z - :L'n-i-i-‘rl))

7

= o(f(a >><:< 2 = Fani)) < o @) () — 1),

By applying property (c¢) of Definition 6.2 we deduce that (z,) is a Cauchy
sequence and by the hypotheses there exists € S((i, f), (z, f(z))) such that
x, — T with (Z, f(Z)) =y (zn, f(2n)) for all n. Thus Graph(f|s,f),z.f))
is CIO. From here, the result follows by applying Theorem 6.3. O

H

Remark 6.3. Theorem 6.4 extends properly Theorem 3.1 of [1] since every
Q-function is GQ-function, and there are GQ-functions which are not Q-
functions (see Remark 6.2). As a by-product, Theorem 6.4 corrects a mistake
of Theorem 3.1 of [1], since statement ¢(z,x) < o(f(x))(f(z) — f(Z)) can be
false when = = 7.

Next we deduce a version of Theorem 6.2 in the framework of a set-valued
optimization problem with set relations. Let (Y, <p) be a partially ordered
locally convex space and consider problem (2) with objective space (2¥, <))
and dom(F) :={r € X : F(x) #0} # 0. Let K : X x X = 2P\{0}, X € A,
be a family of set-valued mappings and consider the following assumptions:

Assumptions (A3) There exists £ € DT\{0}, A\ € A and = € dom(F)
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such that
inf{¢(y) : y € Im(F)} > —o0, (18)
inf{&(q) : ¢ € K{ (x1,22)} >0, Vai,20 € X, 21 # 22 (19)

and for each sequence (x,) C S((i, F), (z, F(x))) (we assume that X x 2 is
ordered via <, by (9)) such that

F(2ni1) + K2 (2pg1, 20) <5 F(z,), Vn,YA €A
there exists u € X and a subsequence (z,, ) satisfying
F(u) + K2 (u,z,,) <b F(z,,), Yng, V€A

Theorem 6.5. Let (KP)jca be satisfying property TI with respect to the
relation <!, and assume that assumptions (A3) are true. Then there exists
z € dom(F) such that, for x as in (A3),

(i) v#£7= F()+ KP(z,2) <}, F(z) VX €A
(i) For each 2/ € X\{Z} there exists A € A such that F(2/)+ KP(2',z) £,
F(z).
Proof. We apply Theorem 6.2 for the particular case (£, %) = (2¥,<4) and
through the following scalarizing mapping ¢, : X x 2 — RU {400},

inf : M} it M ;
wg(z,M):{ mi{Ew) v & M) ;Mi%:

where ¢ € DT\{0} satisfies (18) and (19). We will check that ¢ is nonde-
creasing with respect to <. defined by

(.Z'l,Ml) = (Z'Q,MQ) or

My + KP(zy,29) <b My, ¥ Aeh (20

(z1, M1) = (2, M) <> {

Indeed, let (Il,Ml),(IQ,MQ) € X x 2Y such that (fEl,Ml) =e (JIQ,MQ)
and (x1, My) # (v, My). If My = () or My = ) then it is obvious that
e(xe, Ma) > pe(xy, My). If My # 0 and My # 0, by (20) we have that

we(r2, Ma) = inf{{(y) : y € Ma}
> inf{&(y) 1 y € My + K3 (21, 22) + D}
> inf{&(y) : y € My} = @e(z1, My),

proving the desired result.
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Now let us check assumptions (A2). The second part is clear by the
second part of (A3). Consider u € S((i, F), (z, F(x)) and u # x. Then, for
Ao € A satisfying (19) we obtain F(u) + K} (u,z) <!, F(x) and it follows
that

pe(z, F(x) = inf{{(y) 1y € F(x)}
inf{¢(y) : y € F(u) + K)\Do(u, x)+ D}
inf{{(y) : y € F(u)} = pe(u, F(u)).

Thus, by Theorem 6.2 there exists z € dom(F') satisfying properties (i) and
(), which completes the proof. ]

>
>

Remark 6.4. The previous theorem extends the Ekeland variational prin-
ciples obtained in [20] for vector functions with set-valued perturbations, as
well as those found in the literature involving set relations. Furthermore,
our results allow perturbations which are more general than those called
D-metrics.

In the literature, it is usual to obtain Ekeland variational principles based
on approximate solutions of the optimization problem. Next we prove one
result in this line. For this aim, first it is necessary to define the notion of
approximate solution of problem (2) when the objective space is (€, +, <).

Definition 6.3. Let ¢ € £, 0 < ¢. A point ¢y € X is a strong g-efficient
solution of problem (2), denoted zy € ASMin(F, =, §), if

F(z)+q A F(xg), Yae X\{zo}.

Notice that in order to have xy € ASMin(F, <, §), we need only to check
the relation for z € X \ {zo} satisfying F(x) < F(x).
Let us show some properties of these approximate solutions.

Proposition 6.1. The following properties are true.
(a) ASMin(F,=,0) = SMin(F, <) C ﬂASMin(F, =,q). If the quasi order

0<q
= is a partial order and (1) is satisfied for < instead of < then

Min(F, <) C [|ASMin(F, <,4).

0<q

(b) If (jl = ng then ASMID(F, =, (71) C ASMID(F, =, (jQ)

24



(c¢) If for each y1,y2 € €, y1 < yo there exists 0 < ¢ such that y; + ¢ < o
then (JASMin(F, %, §) C Min(F, <).

0<q

Proof. (a) It is obvious that ASMin(F, <,0) = SMin(F, <). Consider z, €
SMin(F, =) and suppose that o ¢ ASMin(F, <, q) with 0 < g. Then there
exists € X\{zo} such that F(z) + ¢ < F(xy) and by (1) we deduce via
the transitive property that F'(x) < F(zy), which is a contradiction and the
proof for the first statement of part (a) is complete. The second statement
follows in a similar way since by the hypotheses, F(z) < F(x) + ¢ < F(xo)
implies F(x) < F(xg).

(b) Let g1 < G2, xp € ASMin(F, =, ;) and suppose that g ¢ ASMin(F, <
,G2). Then there exists © € X\{zo} such that F(z) 4+ ¢ < F(zy). As in the
previous part we deduce that F'(z) + ¢; < F(xg), since ¢; =< ¢z, which is a
contradiction and the proof of part () is finished.

(¢) Suppose that o ¢ Min(F, <). Then there exists x € X\{zo} such
that F'(z) < F(zo) and by hypothesis we can find a point 0 < gy satisfying
F(x) 4+ go = F(xo). Therefore xy ¢ ASMin(F, <, qo) and the proof of part
(c) is complete. O

Remark 6.5. Definition 6.3 encompasses the (C, ¢)-efficient solution notion
given by Gutiérrez et al. [18,19, Definition 3.2], which collapses the main
approximate efficiency concepts in vector optimization. Indeed, let (Y, <p)
be a partially ordered topological linear space, f : X — Y a vector mapping
and consider the following vector optimization problem:

<p —Min f(x) subject to z € X. (21)

This problem is equivalent to problem (2) with objective space (2Y,<!)
and objective mapping F : X — 2Y, F(x) = {f(2)} for all z € X, since
Min(f, <p) = Min(F, <4). Let C € D\{0} be such that C+D = C and ¢ >
0. By applying Definition 6.3 to g. = ¢C we obtain that xy € ASMin(F, <},
, =) if and only if there is not z € X\{xo} such that {f(z)}+qG <\ {f(x0)}.
This condition is equivalent to say that (f(X) — f(zo)) N (—eC) =0, i.e., is
equivalent to say that xg is a (C, €)-efficient solution of problem (21).

Analogously, it is easy to check that Proposition 6.1 encompasses [19,
Theorem 3.4(i)-(iii)] when U.>¢eC = D.

The more general notion of e-efficiency introduced in [21, Definition 2.1]
is also recovered by setting ¢. = Q(¢) + (D \ {0}) instead of ¢. = £C.

Next we show two versions of Ekeland variational principle for problem
(2) based on approximate solutions and the objective space (£, +, <).
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Theorem 6.6 (THIRD QUASI ORDERED EKELAND VARIATIONAL PRINCI-
PLE). Let (K)ea be satisfying property TI and K)(x,z) =0 for all x € X
and all A € A. Assume that assumptions (A2) are true with the quasi order
given by (9) and let 0 < ¢, § Z 0 and z € ASMin(F, <, §). Then, there exists
Z € X such that:

(1) F(Z)+ Kx(z,2) R F(x) ¥V X € A
(i) ¢ 2 Kx(z,2) VA e A
(11i) ' € X, F(2')+ Kx(2',Z) K F(Z) VA e A = 2’ = 7.

Proof. From Theorem 6.2 we obtain the existence of z € X satisfying (i)
and (4ii). Part (4i) is obvious if x = Z since K(Z,Z) =0V € A and ¢ A 0.
If x # z and § < K,(Z,x) for some A € A, then

F(Z)+q = F(z) + Kx(Z,2) < F(z),

which is a contradiction since € ASMin(F, <, §). Then (i) holds and the
proof is completed. O]

One can also obtain a similar theorem under the quasi order (17).
We now establish the counterpart of Theorem 6.5 for approximate solu-
tions, which can be proved as Theorem 6.6.

Theorem 6.7. Let (KP)jea be satisfying property TI with respect to the
relation <4, along with KP(z,z) = {0} for all z € X and all A € A, and
assume that assumptions (A3) are true. Let ) # ¢ C D, 0 € ¢+ D, and
x € ASMin(F, <%, ¢). Then there exists T € dom(F) such that

(i) F(z)+ KP(z,2) <}, F(z) V X € A
(ii) G 2 KP(@,2) ¥ A € A;
(iii) ' € X, F(2') + KP(2',7) <L, F(Z) VA e A = 2/ = 7.

Remark 6.6. From Theorems 6.5 and 6.7, we recover all the results estab-
lished in [20]. Indeed, Theorem 3.8 of [20] is obtained by taking K (xq,xs) =
vF (21, 29) in Theorem 6.5; by setting K(z1,22) = vF(x1,22), § = C in
Theorem 6.7, we get [20, Theorem 3.14]; if K(z1,x2) = vd(z1,29)Ca and
G = Ba, Proposition 5.1 is obtained; Theorem 5.4 is a special case of The-
orem 6.7 when K(xy,x9) = (¢/v)d(z1,22)C, and ¢ = Cy, ¢ € D\ {0},
Cy, = ¢+ D\ {0}; by taking K(x1,x2) = vd(z1,22)(H + D), ¢ = H, we
obtain Theorem 5.11; by setting K(z1,x9) = vd(z1,22)(B + D), ¢ = B,
Theorem 5.12 is recovered.
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By particularizing the mappings K¥ in Theorem 6.7, we obtain the next
result.

Theorem 6.8. Let (X,U) be a Hausdorff uniform space generated by the
quasimetrics (gy)rea and consider a convex co-radiant set C' C D\{0} such
that 0 ¢ C + D. Let ¢ > 0, * € ASMin(F,<},,eC) and assume that
assumptions (A3) are true with KP(x1,20) = q\(z1,29)C for all X € A.
Then there exists Z € dom(F") such that

(i) F(z) + qn(7,2)C <) F(z) V) € A;
(1) gr(Z,x) <e V€A,
(iii) @’ € X, F(z) + q\(2/,7)C <, F(Z) VA €A =12/ = 7.

Proof. By Theorem 6.7 we have (i) and (iii). We now prove (i7). If on the
contrary there exists A € A such that ¢,(z,x) > ¢, then  # x and

K (7,2) = q\(z,7)C C C + D,

since C' C D. Such an inclusion means eC <}, KP(z,z), which contradicts
(1) of the previous theorem. This proves ¢,(Z,z) < € for all A € A and the
proof is complete. []
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