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Abstract

Deterministic Boolean networks are a type of discrete dynamical systems widely used

in the modeling of genetic networks. The dynamics of such systems is characterized

by the local activation functions and the update schedule, i.e., the order in which

the nodes are updated. In this paper, we address the problem of knowing the di�er-

ent dynamics of a Boolean network when the update schedule is changed. We begin

proving that problem about the existence of di�erent dynamics is NP-complete.

However, we show that certain structural properties of the interaction digraph are

su�cient for guarantee distinct dynamics of a network. In (Aracena et al., 2009) the

authors de�ne equivalence classes which have the property that all the update sched-

ules of a given class yield the same dynamics. In order to determine the dynamics

associated to a network, we develop an algorithm to e�ciently enumerate the above

equivalence classes by selecting a representative update schedule for each class with

a minimum number of blocks. Finally, we run it over the well known Arabidopsis

Thaliana network to know the full spectrum of its di�erent dynamics.

Key words: Boolean network, update schedule, update digraph, dynamics.

∗ Corresponding author.
Email addresses: jaracena@ing-mat.udec.cl (J. Aracena),

Jacques.Demongeot@imag.fr (J. Demongeot), Eric.Fanchon@imag.fr (E.

Fanchon), marco.montalva@uai.cl (M. Montalva).

Preprint submitted to 23 March 2012



1 Introduction

Deterministic Boolean networks have been introduced in Systems Biology by
S. Kau�man (1969, 1993) to model the dynamics of genetic networks. In the
original scheme all the nodes are updated at each time step, in parallel (this
scheme is also called synchronous updating). This kind of updating has given
rise to an enormous mathematical literature.

A more general scheme is to consider that the set of network nodes is parti-
tioned into blocks and that the nodes in a block are updated simultaneously,
the blocks being considered in a given sequence. This generalizes the previous
case because the parallel case corresponds to a single block. It also generalizes
the so-called sequential Boolean systems where every node is updated in a
de�ned sequence at every time step.

On di�erent grounds it was realized that the purely synchronous (parallel)
updating was not satisfactory for the modeling of gene networks and sev-
eral extensions were proposed in the literature. Gershenson (2002) de�ned
the so-called Deterministic Generalized Asynchronous RBNs (DGARBNs),
for which a node i is updated if it satis�es an updating condition (depending
on two parameters Pi and Qi associated to the node). When several nodes
satisfy their condition simultaneously they are updated synchronously. Ger-
shenson calls this kind of Boolean network semi-synchronous. This scheme
bears some ressemblance with our block-sequential updating because the nodes
which share the same values of Pi and Qi can be said to belong to the same
block (they are updated at the same time steps). The di�erence is that nodes
i with short period (the parameter Pi) are updated more often than nodes
with longer periods whereas in the block-sequential scheme all the blocks are
updated exactly once, following a prede�ned order, at each time step. Another
important di�erence is a di�erence of perspective: S. Kau�man initiated an
approach in which ensembles of Boolean networks are considered, rather than
a network with a given architecture and given activation functions represent-
ing a speci�c biological system. In the ensemble approach promoted by S.
Kau�man the focus is on representative properties of the statistical ensemble
of networks. By contrast our focus here will be on the modeling of speci�c
biological phenomena.

In a di�erent spirit, Thomas (1973); Thomas et al. (1995); Thomas and Kauf-
man (2001) developped a di�erent view. The Boolean model is viewed as an
abstraction of a system of piecewise-linear di�erential equations with diagonal
matrix, and is consequently non-deterministic (in the sense that a given state
may have several successors). Thomas also introduced time delays and even
considered the possibility that these delays may be stochastic, but the oc-
curence of non-determinism is intrinsically linked to the fact that the Boolean
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model is a discrete abstraction of a dynamical system : the continuous state
space is partitioned into rectangular domains. The loss of information induced
by the abstraction entails an uncertainty in the successor of a state and the
formalism of Thomas is designed to include all the admissible transitions from
a state. A transition graph computed with these rules includes all the possible
dynamics compatible with a given network architecture (but conversely an
arbitrary path from the transition graph does not necessarily represent a valid
behavior).

The formalism of Thomas is at �rst sight quite di�erent from the Boolean
networks with deterministic updating rules. It was nevertheless recognized that
deterministic synchronous updating can often be recovered as a simpli�cation
of the Thomas dynamics (Fauré et al., 2006).

In the present paper we will call Boolean network an entity made of (i) a
directed graph (called interaction graph, the nodes of which represent the
genes); (ii) an activation function for each node, which speci�es the next state
of the node given the state of the predecessor nodes; (iii) an update schedule
s which speci�es the order in which the nodes are updated. In other word the
function s de�nes the partition into blocks of the set of nodes.

In this framework, Aracena et al. (2009) proved that two Boolean networks
di�ering only by their update schedules may have exactly the same dynamics.
They introduced a new kind of signed digraph, called update digraph, which
de�nes for each arc whether the tail is updated before or after the head of the
arc. The information carried by an update digraph is weaker than the one con-
tained in the complete de�nition of a Boolean network, but the theorem proved
in (Aracena et al., 2009) shows that it is su�cient to de�ne completely the
dynamics. Equivalence classes of update schedules have been de�ned on these
grounds and the robustness of the dynamics with respect to perturbation of
the schedules has been studied. In Aracena et al. (2011) the combinatorial and
algorithmical aspects of update digraphs were studied. In particular bounds
on the number of equivalence classes were obtained.

Our perspective in this paper is the modeling of speci�c biological phenomena.
The problem is thus one of inference: how to infer a Boolean network whose
behavior matches the observed behaviors? We will focus here more precisely
on the update schedules and their equivalence classes. We showed in (Aracena
et al., 2012) that for complete digraphs there is exactly 1 update schedule per
class. The architecture of networks encountered in biology is generally rather
sparse and in that case a given class may contain many update schedules (thus
associated to the same dynamics). This means that the information contained
in the dynamics of a system pertains only to the equivalence classes. In other
words such observations do not allow to distinguish two update schedules
belonging to the same class. Consequently in the context of building models
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from data it is very important to characterize the classes in order to optimize
the inference process. In Aracena et al. (2012) we gave exact formulae for the
number of equivalence classes for a large class of digraphs. In the present paper
we focus on the enumeration of the equivalence classes of a given digraph.

Section 2 provides the necessary de�nitions for the sequel. All the schedules
belonging to a given class generate the same dynamics, but conversely two
di�erent classes are not necessarily associated to di�erent dynamics. For some
network architectures it is indeed possible that two di�erent equivalence classes
generate the same dynamics.

Section 3 gives somes results related to this issue; �rst, we point out the dif-
�culty of to know the di�erent dynamics for a given network, problem that,
under our knowledge, has not yet been study in depth. Especi�cally, we prove
that the problem of knowing whether there exist two di�erent udpdate sched-
ules for a given network such that its associated dynamics are di�erent is, in
fact, NP-Complete. We prove a propertie of how the structural properties of
the digraph can assure di�erent dynamics as well as we ilustrate an extreme
case example of a particular family of digraphs where the de�nition of the
activation function of each node can imply that all its dynamics are identi-
cal or can imply that all them are di�erent. We explain how the analysis of
update schedules yielding the same dynamics give us bounds for the number
of di�erent dynamics in a given network. At the end of section, the reader
arrive to better understand the computational savings that he can achieve if
is to develop an e�cient enumeration algorithm for the equivalence classes
compatible with a given network architecture (digraph).

In section 4 we propose such e�cient algorithm whose principal subroutine we
call it DigraphUD. This one, rougly speaking, start with the set of vertices V (G)
associated to a given network and through a process of sucessive partitions,
to check if the current update schedule compatible with such partition has
been saved in the output through a polynomial test. A priori, this process
seems to be a brute force enumerating algorithm but a set of lemmas and
propositions that we proved, guarantee that such algorithm to do only the
necessary partitions and the update schedule saved in the output has the
property of to have a minimal number of blocks, i.e. it is the most parallel
possible. Finally, we conclude this section with some special cases where the
algorithm is more e�cient: in digraphs with a big number of equivalence classes
and in digraphs with representative schedules having a small number of blocks.

Finally in section 5, our theoretical and computational tools of the previous
sections are applied to the study of the �ower morphogenesis of the plant
Arabidopsis Thaliana (Mendoza and Alvarez-Buylla, 1998). Especi�cally, we
work with the reduced model de�ned by Demongeot et al. (2010) which has
two non-trivial connected components of 3 and 4 genes. Our results allow us
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to consider only one update schedule for each equivalence class, and we show
that this entails a reduction of computational work that allow us to have the
full spectrum of all the di�erent dynamics associated with each component.

2 De�nitions

We begin this section giving some basic de�nitions and introducing the nec-
essary notations. Besides, we remember some known results that allow us to
develop the following sections.

In the sequel, for any integers a and b with a ≤ b, we will denote [[a, b]] = {i ∈
Z : a ≤ i ≤ b}.

A digraph is an ordered pair of sets G = (V,A) where V = {1, . . . , n} is a set
of elements called vertices (or nodes) and A is a set of ordered pairs (called
arcs) of vertices of V . The vertex set of G is referred to as V (G), its arc set
as A(G). For a vertice i ∈ V we denote V −(i) = {j ∈ V : (j, i) ∈ A}.

A subdigraph of G is a digraph G′ = (V ′, A′) where V ′ ⊆ V and A′ ⊆
(V ′ × V ′) ∩ A. We write G′ ⊆ G.

A path from a vertex v1 to a vertex vm in a digraph G is a sequence of vertices
v1, v2, . . . , vm of V (G) such that (vk, vk+1) ∈ A(G) for all k = 1, . . . ,m − 1.
A cycle is a path v1, . . . , vm such that vi 6= vj for all i 6= j with i, j ∈
{2, . . . ,m− 1} and v1 = vm.

More terminology about digraphs can be found in (West, 1996).

A (deterministic) update schedule over the vertices of G with |V (G)| = n,
is a function s : [[1, n]]→ [[1, n]] such that s(V (G)) = [[1,m]] for some m ≤ n.
A partial update schedule is an update schedule over the vertices of some
G′ ⊆ G. A block of s is the set Bi = {v ∈ V (G′) : s(v) = i}, 1 ≤ i ≤ m. The
number of blocks of s is denoted by nb(s) ≡ m. Frequently, s will be denoted
by s = (j ∈ B1)(j ∈ B2) · · · (j ∈ Bnb(s)) or more compactly s = (Bi)

nb(s)
i=1 .

Let G′ = G. If nb(s) = 1, then s is said to be a parallel update schedule. In
this case, we will write s = sp. If s is a permutation over the set [[1, n]], i.e.
nb(s) = n, s is said to be a sequential update schedule. In all other cases,
i.e. when 2 ≤ nb(s) ≤ n − 1, s is said to be a block sequential update
schedule. As was mentionned in Demongeot et al. (2008), the number Tn of
deterministic update schedules associated to a digraph of n vertices is equal
to the number of ordered partitions of a set of size n, that is:

5



Tn =
n−1∑
k=0

(
n

k

)
Tk (1)

where T0 = T1 ≡ 1.

2.1 Update digraph

Let G = (V,A) be a digraph and s an update schedule, we de�ne the label
function labs : A→ { -©, +©} in the following way :

∀(j, i) ∈ A, labs(j, i) =

 +© if s(j) ≥ s(i)

-© if s(j) < s(i).

An arc a ∈ A such that labs(a) = +© is called a positive arc and an arc a ∈ A
such that labs(a) = -© is called a negative arc. Labeling every arc a of A by
labs(a), we obtain a labeled digraph (G, labs) named update digraph. We
denote

U(G) = {lab : A(G)→ { -©, +©}| (G, lab) is an update digraph} (2)

2

3

1

+

+

−

+

−

−4

Fig. 1. A digraph G = (V,A) labeled by the function labs where ∀i ∈ V = {1, . . . , 4},
s(i) = i.

2.2 Boolean network

A Boolean network N = (G,F, s) is de�ned by:

• A digraph G = (V,A) with n vertices, named interaction graph.
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• A global activation function F = (f1, . . . , fn) : {0, 1}n → {0, 1}n, where
the component functions fi : {0, 1}n → {0, 1} are called local activation
functions and satisfy the following property:
(j, i) ∈ A ⇐⇒ ∃x ∈ {0, 1}n, fi(x) 6= fi(x

j), where for all x ∈ {0, 1}n,
xj ∈ {0, 1}n is de�ned by xj

j = xj = 1− xj and xj
k = xk for all k 6= j.

• An update schedule s : V → [[1, n]]of the vertices of G.

The iteration of the discrete network with an update schedule s is given by:

xr+1
i = fi(x

l1
1 , . . . , x

lj
j , . . . , x

ln
n ),

where lj = r if s(i) ≤ s(j) and lj = r + 1 if s(i) > s(j). The exponent r
represents the time step.

This is equivalent to apply a function F s : {0, 1}n → {0, 1}n in a parallel way,
with F s(x) = (f s

1 (x), . . . , f
s
n(x)) de�ned by:

f s
i (x) = fi(g

s
i,1(x), . . . , g

s
i,n(x)),

where the function gsi,j is de�ned by gsi,j(x) = xj if s(i) ≤ s(j) and gsi,j(x) =
f s
j (x) if s(i) > s(j). Thus, the function F s corresponds to the dynamical
behavior of the network N . We will say that two networks N1 = (G,F, s1)
and N2 = (G,F, s2) have the same dynamics if F s1 = F s2 .

Since {0, 1}n is a �nite set, we have two limit behaviors for the iteration of a
network:

• Fixed Point. We de�ne a �xed point as x ∈ {0, 1}n such that F s(x) = x.

• Limit Cycle. We de�ne a limit cycle of length p > 1 as the sequence
x0, . . . , xp−1 such that xj ∈ {0, 1}n, xj are pairwise distinct and F s(xj) =
xj+1, for all j = 0, . . . , p− 2 and F s(xp−1) = x0.

Fixed points and limit cycles are called attractors of the network.

3 Di�erent dynamics in Boolean networks

For a given Boolean network N = (G,F, s), determining the existence of an
update schedule s′ 6= s such that the network N ′ = (G,F, s′) has a di�erent
dynamics to that of N is contrarily to intuition a di�cult problem as stated
in the following theorem.

Theorem 1 Let G be an interaction graph and F a global activation function.

The problem of knowing whether there exist udpdate schedules s′ 6= s such that
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F s 6= F s′ is NP-complete.

PROOF.

It is easy to see that to check that F s 6= F s′ for a given udpdate schedule
s′ 6= s. For this, it is su�cient to verify that f s

i (x) 6= f s′
i (x) for some x ∈

{0, 1}n, i ∈ {1, . . . , n} where |V (G)| = n.

We show a polynomial reduction from SAT problem. Let φ a conjunctive
normal form (cnf) formula with variables x1, . . . , xn in {0, 1}. We construct a
Boolean network with interaction graph G, as shown in Fig. 2, with n+2 nodes
as follows. For each variable xi there is a node i with local activation function
fi(x) = x̄i. In addition, there are two nodes n+1 and n+2 with local functions
fn+1(x) = xn+1 ∧ φ(x1, . . . , xn) and fn+2(x) = xn+1 for every x ∈ {0, 1}n+2.
To prove the correctness of the reduction consider �rst a satis�able formula
φ, with φ(α) = 1, α = (α1, . . . , αn) ∈ {0, 1}n. Then, for s = (1, 2, . . . , n)(n +
1)(n + 2) and s′ = (1, 2, . . . , n)(n + 2)(n + 1), F s(α, 1, 0) = (ᾱ, 0, 0) and
F s′ = (α, 1, 0) = (ᾱ, 0, 1), hence F s 6= F s′ . On the other hand, if φ is not
satis�able, that is for every x ∈ {0, 1}n, φ(x) = 0, then fn+1(x) = xn+1. Thus,
for every update schedule s, F s(x, 0, ∗) = (x̄, 0, 0) and F s(x, 1, ∗) = (x̄, 1, 0) for
every x ∈ {0, 1}n and where ∗ ∈ {0, 1}. Therefore, for every update schedules
s 6= s′, F s = F s′ . 2

1 2

n+1 n+2

n

Fig. 2. Interaction graph G for the proof of Theorem 1

However, for some Boolean networks, with interaction graphs having certain
structural properties, it is possible to ensure the existence of update schedules
yields di�erent dynamical behaviors as shown in the following proposition.

Proposition 2 Let N = (G,F, s) a Boolean network such that ∃i ∈
V (G), V −(i) = {j} and ∃k ∈ V −(j), k 6= j. Then, there exist update schedules
s1, s2 such that F s1 6= F s2.

PROOF. Let i ∈ V (G), V −(i) = {j}. Hence, fi(x) = xj ∨ fi(x) = xj. In
both cases, fi(x) 6= fi(x

j), ∀x ∈ {0, 1}n where n = |V (G)|.
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Besides, if ∃ k ∈ V −(j) with k 6= j, ∃ y ∈ {0, 1}n, fj(y) = yj, since otherwise
∀x ∈ {0, 1}n, fj(x) = xj, which means V −(j) = {j}, a contradiction.

Let s1, s2 be update schedules such that s1(j) ≥ s1(i), s1(k) ≥
s1(k), ∀k ∈ V −(j) and s2(j) < s2(i). Thus, f s1

i (y) = fi(y) and f s2
i (y) =

fi(y1, . . . , fj(y), . . . , yn) = fi(y
j) 6= fi(y). Therefore, F s1 6= F s2 . 2

On the other hand, in (Aracena et al., 2009), the authors in their study of the
robustness of the dynamical behavior of a Boolean network with respect to
di�erent update schedules, they established the following result:

Theorem 3 Let N1 = (G,F, s1) and N2 = (G,F, s2) be two Boolean networks

that di�er only in their update schedules s1 and s2 respectively. If (G, labs1) =
(G, labs2), then N1 and N2 have the same dynamics.

Hence, in the same paper and due to this Theorem, the authors naturally
grouped the update schedules yielding the same update digraph into equiva-
lence classes de�ned as follows:

[s]G = {s′ : (G, labs) = (G, labs′)} (3)

Thus, there is a one to one relation between the elements of U(G) in (2) and
each di�erent equivalence class as in (3). Therefore,

|U(G)| = |{[s]G : s is an update schedule over V (G)}|.

In other words, Theorem 3 says that |U(G)| gives us the maximum number of
di�erent dynamics that can be obtained by iterating a Boolean network with
the Tn deterministic update schedules, where |V (G)| = n. In this context, some
theoretical bounds and exact formulas have been established for |U(G)| in
particular families of digraphs such as connected digraphs, complete digraphs
(i.e., digraphs G = (V,A) where A = {(u, v) : u, v ∈ V ∧ u 6= v}), digraphs
containing a tournament as a subdigraph, etc. as well as the NP-completness
of the update digraph decision problem associated (Aracena et al., 2011, 2012).

For example, in the particular case of complete digraphs, the autors in (Ara-
cena et al., 2011) proved that there are many equivalence classes as update
schedules, i.e., eventually a complete digraph could have Tn di�erent dynam-
ics (the maximum value for |U(G)|). However, often in the applications, the
networks are not complete digraphs, then it is in these cases where the number
of equivalence classes is strictly smaller than Tn.
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It is also possible that two non equivalent update schedules, i.e. each one
of them belonging to a di�erent equivalence class, yield the same dynamical
behavior. The following example exhibits families of networks where all pairs
of non equivalent update schedules yield either the same or di�erent dynamical
behaviors.

Example 1 Let G be the digraph, with |V (G)| = n as shown in Fig 3. F
and F̃ de�ned by fi(x) = f̃i(x) = xn ∀i = 1, . . . , n − 1 and fn(x) = xn and

f̃n(x) = xn for every x ∈ {0, 1}n. Hence, |U(G)| = 2n−1 and since f s
n(x) = xn

and f̃ s
n = x̄n 6= xn for every update schedule s and x ∈ {0, 1}n, then F s = F s′

and F̃ s 6= F̃ s′ for every s, s′ non equivalent update schedule. Therefore, the

dynamics of N1 = (G,F, s1) and N2 = (G,F, s2) are the same and of Ñ1 =
(G, F̃ , s1) and Ñ2 = (G, F̃ , s2) are di�erent for every update schedules s1 6= s2.

21 n−1

n

Fig. 3. Interaction graph G for Example 1. Note that N = (G,F, s) gives the same

dynamic for each update schedule s while Ñ = (G, F̃ , s) has |U(G)| = 2n−1 di�erent

dynamics, one for each equivalence class.

Note that from Proposition 2, if G is a cycle, then for any global activation
function associated F , all update schedule classes yield di�erent dynamics.

At this point, we can to compare the maximum number of di�erent dynamics
with the total number of update schedules for the networks of Example 1, i.e.,
to compare |U(G)| = 2n−1 with Tn respectively. The values are summarized
in Table 1.

n 2n−1 Tn 2n−1/Tn

1 1 1 1

2 2 3 0.667

3 4 13 0.308

4 8 75 0.107

5 16 541 0.030

6 32 4683 0.007
...

...
...

...

Table 1

Number of equivalence classes vs. total number of update schedules for Example 1.
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Cases like this, help us to understand more intuitively the computational sav-
ings that we can achieve if we want to know, for example, the full spectrum
of all the dynamics associated with a given network.

From previous results, there is not an easy way, in the general case, for de-
terming the di�erent dynamics of a given Boolean network when we change
only the deterministic update schedule. An approach for this, is �rst know-
ing the update schedule equivalence classes and after determining the distinct
dynamical behaviors.

4 Enumerating update digraphs

In this section, we exhibit an algorithm for enumerating a representative up-
date schedule, with the smallest number of blocks, for each one of the equiva-
lence classes in order to determine the di�erent dynamics of a Boolean network
when we use distinct deterministic update schedules.

De�nition 4 Let G = (V,A) be a digraph and C,D ⊆ V . We de�ne the

subdigraph of G associated to C and D by G(C,D) = (C∪D,A(G)∩ ((C∪D)×
(C ∪D)). Also we de�ne lab(C,D) : A(G(C,D)) −→ { +©, -©} by:

lab(C,D)(u, v) =

 -©, u ∈ C ∧ v ∈ D,

+©, otherwise

De�nition 5 Let G be a digraph, s = (j ∈ B1)(j ∈ B2) · · · (j ∈ Bnb(s)) a

partial update schedule over G and X ⊆ V (G)\
nb(s)⋃
i=1

Bi. We de�ne the operation

∗ as follows:

s ∗X = (j ∈ B1)(j ∈ B2) · · · (j ∈ Bnb(s))(j ∈ X).

In addition, we de�ne

se ∗X = (j ∈ X)

where se is an element named empty update schedule with nb(se) = 0 and

B0 = ∅.

The following is an algorithm to determine a representative update schedule
for each one of the equivalence classes of a given digraph.

Lemma 6 Let G be a digraph with |V (G)| = n, s = (Bi)
k
i=1 an update schedule

11



Algorithm 1. EqClass(G)

Input: G = (V,A) a digraph
Output: UD, a set of representative update schedules of each equivalence

classes associated to G
begin

UD← DigraphUD(se,∅,V );
end

Algorithm 2. DigraphUD(s,A,B)

Input: A,B subsets of vertices of a digraph G and s a partial update schedule
of a subdigraph of G

Output: UD, a set of partial update schedules for G
begin

UD← ∅;
U ← Bnb(s);
if U = A = ∅ then

UD = UD ∪ {sB = (j ∈ B)};
forall A0 ⊂ B such that A0 6= ∅ with decreasing size do

B0 = B − A0;
UD = UD ∪ DigraphUD(se, A0, B0);

end

else
if MoveTest(U,A) = 0 then

if MoveTest(A,B) = 0 then
UD = UD ∪ {(s ∗ A) ∗B};

end
if |B| > 1 then

forall A1 ⊂ B such that A1 6= ∅ with decreasing size do
B1 = B − A1;
UD = UD ∪ DigraphUD(s ∗ A,A1, B1);

end

end

end

end
return(UD);

end

for G, k ∈ [[1, n]], and UD the output of the algorithm EqClass(G). Then,
s ∈ UD⇔ s = sp or MoveTest(Bi, Bi−1) = 0, ∀i ∈ [[2, k]].

PROOF. Let G be a digraph with |V (G)| = n, s = (Bi)
k
i=1 an update sched-

ule for G, k ∈ [[1, n]], and UD the output of the algorithm EqClass(G).
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Algorithm 3. MoveTest(C,D)

Input: C,D subsets of vertices of a digraph G
Output: An index 1 if it is possible to move nodes from D to C without

changing the update digraph induced by C ∪D, an index 0 in other
case

begin
if C = ∅ then

return(0);
else

if ∃H ⊆ D such that (G(C,D), lab(C,D)) = (G(C∪H,D−H), lab(C∪H,D−H))
then

return(1);
else

return(0);
end

end

end

⇒) Let s ∈ UD. If k = nb(s) = 1, then clearly s = sp and the statement is
true. If k > 1, then, by de�nition of DigraphUD, MoveTest(Bk−2, Bk−1) =
MoveTest(Bk−1, Bk) = 0 (eventually Bk−2 = ∅). This also implies that
MoveTest(Bk−3, Bk−2) = 0, because in contrary case, s would not be invo-
cated in the recursive process of algorithm. Thus, applying recursively this
argument, we have that MoveTest(Bi, Bi−1) = 0, ∀i ∈ [[2, k]].

⇐) If s = sp, then the result is direct. If k ≥ 2 and MoveTest(Bi, Bi−1) = 0,
∀i ∈ [[2, k]], then s is invocated in the recursion and it satis�es the conditions
MoveTest(U = Bk−2, A = Bk−1) = MoveTest(Bk−1, B = Bk) = 0. Therefore,
s is added to UD. 2

Lemma 7 Let G be a digraph and UD the output of algorithm EqClass(G).
Then, ∀s, s′ ∈ UD, s 6= s′: [s]G 6= [s′]G. 2

PROOF. Let G be a digraph with |V (G)| = n and let UD the output of algo-
rithm EqClass(G). Let s, s′ ∈ UD, s 6= s′ with s = (Bi)

k
i=1 and s′ = (B′

i)
t
i=1 for

some k, t ∈ [[1, n[[. By Lemma 6, we have that s = sp or MoveTest(Bi, Bi−1) =
0, ∀i ∈ [[2, k]] and s′ = sp or MoveTest(B′

i, B
′
i−1) = 0, ∀i ∈ [[2, t]].

Let i = min{j : Bj 6= B′
j}. Let us suppose w.l.o.g. that ∃w ∈ Bi \ B′

i. Then,
B′

j = Bj, ∀j < i. Hence, w ∈ Bp, for some p > i. Since MoveTest(Bp−1, Bp) =
0, then ∃y ∈ Bp−1, v ∈ Bp such that the arc (y, v) is negative. In addition,
there exists a path from w to v in G (eventually v = w) because in contrary
case, there exists H = {w} ∪ {v ∈ Bp : there is a path from w to v} ⊆ Bp

such that (G(Bp−1,Bp), lab(Bp−1,Bp)) = (G(Bp−1∪H,Bp−H), lab(Bp−1∪H,Bp−H)), there-
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fore MoveTest(Bp−1, Bp) = 1 which is a contradiction. Since the arc (y, v) is
negative with respect to s, this necessarily implies that y ∈ B′

r for some r < i,
i.e. B′

r 6= Br, a contradiction because B′
j = Bj, ∀j < i, in particular for j = r.

2

Lemma 8 Let G be a digraph with |V (G)| = n, s = (Bi)
k
i=1 an update schedule

for G, k ∈ [[1, n]], and UD the output of the algorithm EqClass(G). Then,
s /∈ UD⇔ ∃s′ ∈ UD, s′ 6= s, such that s ∈ [s′]G.

PROOF. Let G be a digraph with |V (G)| = n, s = (Bi)
k
i=1 an update sched-

ule for G, k ∈ [[1, n]], and UD the output of the algorithm EqClass(G).

⇒) If s /∈ UD, then by Lemma 6, ∃r = min{i : MoveTest(Bi−1, Bi) =
1}. Hence, we consider Hr the biggest subset of Br such that
(G(Br−1,Br), lab(Br−1,Br)) = (G(Br−1∪Hr,Br−Hr), lab(Br−1∪Hr,Br−Hr)). Thus, there
exists update schedule s1 = (B1

i )
k
i=1 6= s where B1

j = Bj, ∀j ∈ [[1, k]]\{r−1, r},
B1

r−1 = Br−1 ∪ Hr and B1
r = Br − Hr (eventually B1

r = ∅ and there-
fore nb(s1) < k) such that (G, labs1) = (G, labs). Now, considering s1, if
there exists r = min{i : MoveTest(B1

i−1, B
1
i ) = 1}, then we construct s2

depending of s1, i.e., we consider Hr the biggest subset of B1
r such that

(G(B1
r−1,B

1
r )
, lab(B1

r−1,B
1
r )
) = (G(B1

r−1∪Hr,B1
r−Hr), lab(B1

r−1∪Hr,B1
r−Hr)). Thus, there

exists an update schedule s2 = (B2
i )

nb(s1)
i=1 /∈ {s, s1} where B2

j = B1
j , ∀j ∈

[[1, nb(s1)]]\{r−1, r}, B2
r−1 = B1

r−1∪Hr and B2
r = B1

r−Hr (eventually B2
r = ∅

and therefore nb(s2) < nb(s1)) such that (G, labs2) = (G, labs1). If such r does
not exist, then Lemma 6 implies that s1 ∈ UD and since (G, labs1) = (G, labs),
then s ∈ [s1]G. Applying recursively these arguments to s2, s3 and so on and
since each block has a �nite number of nodes, we deduce that there exists
l ≥ 1 such that sl ∈ UD, sl 6= s and s ∈ [sl]G.

⇐) Let s′ ∈ UD, s′ 6= s, such that s ∈ [s′]G, i.e. [s]G = [s′]G. Suppose on the
contrary that s ∈ UD, then due to Lemma 7, we conclude that [s]G 6= [s′]G, a
contradiction. 2

Theorem 9 Let G be a digraph. Then, the output of algorithm EqClass(G)
is UD = {s1, . . . , sk} where {[si]G|1 ≤ i ≤ k} is a partition of the set of update

schedules of G and such that ∀1 ≤ i ≤ k, ∀s ∈ [si]G, nb(s) ≥ nb(si).

PROOF.

The fact that {[si]G|1 ≤ i ≤ k} is a partition of the set of update schedules
of G is directly obtained from Lemmas 6, 7 and 8. On the other hand, Let us
suppose that there exist si = (Bi

j)
l
j=1 ∈ UD and s = (Bj)

k
j=1 ∈ [si]G such that

nb(s) = k < nb(si) = l. From proof of Lemma 6, there exists ∃w ∈ Bp \ Bi
p
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with p = min{j : Bj 6= Bi
j} and applying the same arguments we obtain a

contradiction. 2

Note that the algorithm MoveTest is polynomial in the size of C ∪
D. Indeed, if for any u ∈ D we denote D(u) = {v ∈ D :
there exists a path from u to v}∪{u} the set of vertices reached from u in D,
then the condition MoveTest(C,D) = 1 is equivalent to ∃u ∈ D, ∀y ∈ C, ∀v ∈
D(u), (y, v) /∈ A(G) and this last condition can be easily tested in polyno-
mial time. On the other hand, the number of recursive invocations made by
EqClass depends on |U(G)|, because |UD| = |U(G)|, and the minimum num-
ber of blocks of update schedules in each equivalence class. Thus, EqClass is
e�cient in digraphs with a big number of equivalence classes and in digraphs
with representative schedules having a small number of blocks (as in Exam-
ple 1). We also observe that DigraphUD is a base algorithm that obviously can
be optimized (as a future work), for example, with properties related with not
to do partitions in the latest blocks of a given update schedule or in function
of the structural properties of the digraph.

An example of the steps of the algorithm EqClass applied over the left side
digraph in Fig. 4 is given in Table 2:

s A B UD

se ∅ {5, 6, 7} {(5, 6, 7)} ∪ DigraphUD(se, {5, 6}, {7})

se {5, 6} {7} {(5, 6, 7), (5, 6)(7)} ∪ DigraphUD(se, {5, 7}, {6})

se {5, 7} {6} {(5, 6, 7), (5, 6)(7), (5, 7)(6)} ∪ DigraphUD(se, {6, 7}, {5})

se {6, 7} {5} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5)} ∪ DigraphUD(se, {5}, {6, 7})

se {5} {6, 7} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7)} ∪ DigraphUD(se ∗ {5}, {6}, {7})

(5) {6} {7} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7)} ∪ DigraphUD(se ∗ {5}, {7}, {6})

(5) {7} {6} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7), (5)(7)(6)} ∪ DigraphUD(se, {6}, {5, 7})

se {6} {5, 7} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7), (5)(7)(6), (6)(5, 7)} ∪ DigraphUD(se ∗ {6}, {5}, {7})

(6) {5} {7} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7), (5)(7)(6), (6)(5, 7)} ∪ DigraphUD(se ∗ {6}, {7}, {5})

(6) {7} {5} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7), (5)(7)(6), (6)(5, 7), (6)(7)(5)} ∪ DigraphUD(se, {7}, {5, 6})

se {7} {5, 6} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7), (5)(7)(6), (6)(5, 7), (6)(7)(5), (7)(5, 6)} ∪ DigraphUD(se ∗ {7}, {5}, {6})

(7) {5} {6} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7), (5)(7)(6), (6)(5, 7), (6)(7)(5), (7)(5, 6)} ∪ DigraphUD(se ∗ {7}, {6}, {5})

(7) {6} {5} {(5, 6, 7), (5, 6)(7), (5, 7)(6), (6, 7)(5), (5)(6, 7), (5)(7)(6), (6)(5, 7), (6)(7)(5), (7)(5, 6)}

Table 2

EqClass applied over the left side digraph in Fig. 4. The respective equivalence

classes and update digraphs associated to each representative update schedule of UD

are showed in Table 4 and Fig. 5 respectively.

5 Running EqClass in Arabidopsis Thaliana

In this section, we will use EqClass algorithm in a real genetic regulation
network of the �oral morphogenesis in the plant Arabidopsis thaliana with
the aim to discuss the ideas of the previous sections and thus show which is
the importance added by our algorithm. We will consider the reduced Mendoza
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and Alvarez-Buylla network which has two non-trivial strongly connected sym-
metric components and whose asymptotic dynamics has the same attractors
as the original network (see (Elena, 2009; Demongeot et al., 2010) for more
details). Thus, we will focus on work with the subdigraphs G and F depicted
in Fig. 4, where the states of the network at time t, xi(t) ∈ {0, 1}, i = 1, ..., 7
are de�ned as follows:

x1(t) = H(−2x3(t− 1)− 2x2(t− 1)− 1), x5(t) = x7(t− 1),

x2(t) = H(−2x4(t− 1)− 2x1(t− 1)− 2), x6(t) = x7(t− 1),

x3(t) = x4(t− 1), x7(t) = H(x5(t− 1) + x6(t− 1)− 1),

x4(t) = x4(t− 1), H(x(t)) = 1 if x(t) > 0 and

H(x(t)) = 0 if x(t) ≤ 0.

5

7
4

321
6

Fig. 4. The subdigraph of the reduced Mendoza and Alvarez-Buylla network com-

posed by two connected components: G (left side) and F (rigth side). The vertices

1,...,7 represent the following genes of the plant Arabidopsis thaliana involved in

its �oral morphogenesis: AGAMOUS (AG), APETALATA 1 (AP1), TERMINAL
FLOWER 1 (TF1), EMBRYONIC FLOWER 1 (EMF1), APETALATA 3 (AP3),
PISTILLATA (PI) and BURST FORMING UNIT (BFU), respectively.

Components G and F are digraphs whose attractors have been enterily de-
termined in (Demongeot et al., 2010) but not all its di�erent dynamics, that
apriori can be numerous, therefore through our algorithm, we need evaluate
in a e�cient way, only some (not necessarily all) update schedules in order to
know the full spectrum of di�erent dynamics associated to each component.

Let N = (G,F, s) be a Boolean network. We de�ne D(G) as the set of all the
di�erent dynamics of N , then when we execute EqClass over the components
G and F , the following values are summarized in Table 3.

We can see how these two components G and F of the reduced Mendoza
and Alvarez-Buylla network shows a little number of di�erent dynamics for G
while for F the number of di�erent dynamics does not decrease with respect
to the number of update digraphs. The respective equivalence classes, update
digraphs and dynamical behavior are detailed, for a more didactical purpose,
only for F in Table 4, Fig. 5 and Tables 5 and 6 respectively.

16



X n = |V (X)| Tn |UD| |UD|/Tn |D(X)|

G 4 75 20 0.27 6

F 3 13 9 0.69 9

Table 3

For the component G (F ) of 4 (3) nodes there are 75 (13) ways to iterate the net-

work (update schedule) that can be grouped into 20 (9) equivalence classes (update

digraphs), each one of them with a representative update schedule obtained in the

output UD of EqClass algorithm. Then to have the full spectrum of the dynamical

behavior of the network, we need to evaluate a 27 (69) percent of all update schedules

for G (F ) which give us 6 (9) di�erent dynamics.

[s1]F [s2]F [s3]F [s4]F [s5]F [s6]F [s7]F [s8]F [s9]F

(5,6,7) (6)(5,7) (5,7)(6) (6,7)(5) (6)(7)(5) (7)(5,6) (5)(6,7) (5,6)(7) (5)(7)(6)

(7)(5)(6) (5)(6)(7)

(7)(6)(5) (6)(5)(7)

Table 4

The di�erent equivalence classes associated to F .

a)

5

7

+

+

+

+

6

b)

5

7

+

+

+
6

c)

5

7

+

+ +

6

d)

5

7
+ +

+
6

e)

5

7
+

+
6

f)

5

7
+ +

6

g)

5

7
+

++
6

h)

5

7

+ +
6

i)

5

7

+

+

6

Fig. 5. The update digraphs F1,...,F9 associated to the equivalence classes of s1,...,s9
are showed in the sub-�gures a),...,i) respectively.
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State Sched. 1 Sched. 2 Sched. 3 Sched. 4 Sched. 5
s1(5) = 1

s1(6) = 1

s1(7) = 1

s2(5) = 2

s2(6) = 1

s2(7) = 2

s3(5) = 1

s3(6) = 2

s3(7) = 1

s4(5) = 2

s4(6) = 1

s4(7) = 1

s5(5) = 3

s5(6) = 1

s5(7) = 2

000 000 000 000 000 000

001 110 110 100 010 010

010 000 000 000 000 000

011 110 110 100 010 010

100 000 000 000 000 000

101 110 111 100 010 111

110 001 000 011 101 000

111 111 111 111 111 111

Table 5

Dynamics associated to F1,...,F5.

State Sched. 6 Sched. 7 Sched. 8 Sched. 9
s6(5) = 2

s6(6) = 2

s6(7) = 1

s7(5) = 1

s7(6) = 2

s7(7) = 2

s8(5) = 1

s8(6) = 1

s8(7) = 2

s9(5) = 1

s9(6) = 3

s9(7) = 2

000 000 000 000 000

001 000 110 111 100

010 000 000 000 000

011 000 111 111 111

100 000 000 000 000

101 000 110 111 100

110 111 000 000 000

111 111 111 111 111

Table 6

Dynamics associated to F6,...,F9.
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