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HIGH ORDER APPROXIMATION OF MIXED BOUNDARY VALUE
PROBLEMS IN CURVED DOMAINS BY EXTENSIONS FROM

POLYGONAL DOMAINS

WEIFENG QIU ∗ AND MANUEL SOLANO †

Abstract. This paper is a continuation of [Solving Dirichlet boundary-value problems on curved
domains by extensions from subdomains, SIAM J. Sci. Comput. 34, pp. A497–A519 (2012)]. We
generalize this technique of high order approximation of boundary value problems in curved domains
with Dirichlet boundary data to the case of mixed boundary conditions. The treatment to Neumann
boundary data is novel. We provide numerical results showing that, in order to obtain optimal high
order convergence in this generalized setting, it is desirable to construct the computational domain
by interpolating the boundary using piecewise linear segment. In this case the distance from the
computational domain to the exact boundary is only O(h2).
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1. Introduction. In this paper we present a technique to numerically solve
second order elliptic problems in domains Ω which are not necessarily polygonal. In
particular we use a high order Hybridizable discontinuous Galerkin method (HDG) [3,
4] where the computational domain do not exactly fit the curved boundary. The main
motivation of this technique is being able to use high order polynomial approximations
and keep high order accuracy.

One of the first methods that approximate Neumann boundary conditions on
curved domains considering non-fitted meshes was introduced by [1]. Here, a piece-
wise linear finite element method was considered and optimal convergence in the
H1-norm was shown. In addition, the same authors solved a semi-definite Neumann
problem on curved domains using a similar technique ([2]). In fact, they showed
optimal behavior of the errors in H1 and L2-norms using again piece-wise linear
elements. On the other hand, higher order approximation finite element methods
require to properly fit the boundary in order to keep high order accuracy. For instance,
isoparametric element can be considered ([2],[11]). However these type of techniques
are not practical specially in complicated geometries.

We proposed a more practical approach that considers unfitted meshes and it still
preserves high order accuracy. One of the first ideas in this direction was introduced
by [5] for the one-dimensional case and then extended to higher space dimensions for
pure diffusion [9, 8] and convection-diffusion [9] equations. In addition, [7] applied
this method to couple boundary element and HDG methods to solve exterior diffusion
problems. However their work only considered Dirichlet boundary value problems
because Neumann data can not be handled in the same way as we will explain below.
The work presented here focuses on the treatment of part of the boundary where a
Neumann data is prescribed.

We consider the following model problem defined in a general domain Ω ⊂ R2
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with boundary Γ (not necessarily piecewise flat):

−∇ · q = f in Ω,(1.1a)

q +∇u = 0 in Ω,(1.1b)

u = gD on ΓD,(1.1c)

q · n = gN on ΓN .(1.1d)

Here ΓD and ΓN are the Dirichlet and Neumann part of Γ, respectively, such that
ΓD ∩ΓN = ∅; gD ∈ H1/2(ΓD) and gN ∈ H−1/2(ΓN ) are given data at the border and
f ∈ L2(Ω) is a source term.

We denote by Dh a polygonal domain that approximate Ω and not necessarily
fit its boundary. We also assume that the computational boundary, Γh, satisfies
Γh = ΓhD ∩ΓhN and ΓhD ∩ΓhN = ∅ where ΓhD and ΓhN are part of Γh with Dirichlet (g̃D)
and Neumman (g̃N ) data, respectively. Thus, (1.1) can be written in Dh as follows:

−∇ · q = f in Dh,(1.2a)

q +∇u = 0 in Dh,(1.2b)

u = g̃D on ΓhD,(1.2c)

q · n = g̃N on ΓhN .(1.2d)

Here g̃D and g̃N are unknowns. As we mentioned before, g̃D can be calculated
following [5, 9, 7], i.e.,

g̃D(x) := gD(x̄) +

∫
σ(x)

q ·m ds,(1.3)

where σ(x), is a path starting at x ∈ ΓhD and ending at x̄ ∈ ΓD; and m is the tangent
vector to σ(x). This expression comes from integrating (1.1b) along the path σ(x)
(see [9] for details).

In principle, any kind of numerical method using polygonal domains can be used
to solve the equations in Dh. However, it is desirable to consider those methods
where an accurate approximation of q is obtained, since the boundary condition (1.3)
depends on that flux. We also notice from (1.3) that the same idea will not work for g̃N
since a similar expression will involve derivatives of q which are not well approximated
by the numerical method.

This paper is organized as follows. In Section 2 we give mesh construction and
notation. In Section 3 we introduce the HDG method for curved domains with mixed
boundary conditions where we explain the technique to handle the boundary data.
In Section 4 we provide numerical results showing the performance of the method in
different scenarios in order to determine the conditions needed to obtain optimal high
order convergence. We end in Section 5 with concluding remarks.

2. Mesh construction and notation. We denote by hK the diameter of the
element K ∈ Dh and by n its outward unit normal. The meshsize h is defined as
maxK∈Dh

hK . Let E0
h be the set of interior edges of Dh and E∂h the edges at the

boundary. We say that an edge e ∈ E0
h if there are two elements K+ and K− in Dh

such that e = ∂K+ ∩ ∂K−. Also, we say that e ∈ E∂h if there is an element K ∈ Dh
such that e = ∂K ∩ Γh. We set Eh = E0

h ∪ E∂h.
For each element K in the triangulation Dh, we denote by Pk(K) the space

of polynomials of degree at most k defined on the element K. For each edge e in
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Eh Pk(e) is the space of polynomials of degree at most k defined on the edge e.
Given an element K, (·, ·)K and 〈·, ·〉∂K denote the L2(K) = {v :

∫
K
v2 < ∞} and

L2(∂K) = {ξ :
∫
∂K

ξ2 <∞} products, respectively. Thus, for each ξ and ψ we define

(ξ, ψ)Dh
=
∑
K∈Dh

(ξ, ψ)K and 〈ξ, ψ〉∂Dh
=
∑
K∈Dh

〈ξ, ψ〉∂K .

We also denote by d(Γ,Γh) the distance between Γ and Γh.

3. The HDG method.

3.1. Formulation. The method seeks an approximation (qh, uh, ûh) of the exact
solution (q, u, u|Eh

) in the space V h ×Wh ×Mh given by

V h = {v ∈ [L2(Dh)]2 : v|K ∈ [Pk(K)]2 ∀K ∈ Dh},(3.1a)

Wh = {w ∈ L2(Dh) : w|K ∈ Pk(K) ∀K ∈ Dh},(3.1b)

Mh = {µ ∈ L2(Eh) : µ|e ∈ Pk(e) ∀e ∈ Eh}.(3.1c)

It is defined by requiring that it satisfies the equations

−(qh,∇w)Dh
+ 〈q̂h · n, w〉∂Dh

= (f, w)Dh
(3.2a)

(qh,v)Dh
− (uh,∇ · v)Dh

+ 〈ûh,v · n〉∂Dh
= 0,(3.2b)

〈µ, q̂h · ν〉∂Dh\Γh = 0,(3.2c)

〈µ, ûh〉Γh
D

= 〈µ, ghD〉Γh
D
,(3.2d)

〈µ, q̂h〉Γh
N

= 〈µ, ghN 〉Γh
N
,(3.2e)

for all (v, w, µ) ∈ V h ×Wh ×Mh. Here ghD is the approximation of g̃D proposed by
[9], i.e.,

g̃D(x) ≈ ghD := gD(x̄) +

∫
σ(x)

qh ·m ds,(3.2f)

where qh is a local extrapolation of the piecewise polynomial qh. On the other hand,
ghN is an approximation of g̃N which is still unknown. In Subsection 3.1.2 we propose
to replace (3.2e) by an equation involving known quantities at the right hand side.

Finally, to complete the definition of the HDG method we must specify the defi-
nition of numerical trace q̂h on ∂Dh, which we takes of the form

q̂h = qh + τ(uh − ûh)n.(3.2g)

where τ is a positive stabilization parameter that guaranties solvability of (3.2) (ref.
[3]).

3.1.1. Definition of the family of paths . The representation of ghD in (3.2f) is
independent on the integration path. Let x be a point on a boundary edge e. Previous
work have proposed two ways to determine a point x̄ in Γ and hence construct σ(x):

(P1) If x is a vertex, an algorithm developed by [9] uniquely determines x̄ as
the closest point to x such that σ(x) does not intersect another path before
terminating at Γ and does not intersect the interior of the domain Ω. In
addition, if x is not a vertex, its corresponding path is defined as convex
combination of those paths associated to the vertices of e. For the Dirichlet
boundary value problem, the authors in [9] numerically showed optimal rates
of convergence with this choice of σ(x) when d(Γ,Γh) is of order h, that is,
order k + 1 for uh and qh and order k + 2 for the numerical trace ûh.
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(P2) On the other hand, [8] proposed to determine x̄ such that m is normal to the
edge e. In this case these authors theoretically proved that if d(Γ,Γh) is of
order h, the order of convergence for uh and qh is indeed k+ 1, but the order
for ûh is only k+3/2. However, if d(Γ,Γh) is of order h5/4 the numerical trace
also superconverges with order k + 2. Moreover, they also showed numerical
evidence indicating that the numerical trace optimally superconverges even
though d(Γ,Γh) is of order h.

Let now be e a boundary edge with vertices x1 and x2. We denote by Γe the part
of Γ determined by x̄1 and x̄2 as it is shown in Fig. 1. In this paper we assume that
if e ⊂ ΓhD(ΓhN ) then Γe ⊂ ΓD(ΓN ). We point out that the algorithm in (P1) can be
easily modified to satisfy this assumption. On the other hand, the paths defined in
(P2) will not always satisfy this.

Ke

e
x1 x2

σ(x1) σ(x2)

x̄2x̄1

Γe

Ke

e
x1 x2

σ(x1)

σ(x2)

x̄2

x̄1

Γe

Fig. 1. Examples of a boundary edge e with vertices x1 and x2. Γe is the segment of ΓN

determined by x̄1 and x̄2.

3.1.2. Approximation of the Neumann boundary condition. Let e ⊂ ΓhN
a Neumann boundary face and Γe ⊂ ΓN the part of ΓN associated to e. We denote
by Ke the element of the triangulation where e belongs. Then, qh|Ke ∈ [Ph(Ke)]

2

is extrapolated to Γe and the equation (3.2e) is replaced by imposing the following
condition over qh:

〈qh · n, µ〉Γe
= 〈gN , µ〉Γe

∀µ ∈M(Γe),(3.3)

where M(Γe) := {(p · n)|e : p ∈ [Pk(R2)]2}.
In order to implement (3.3), we assume that Γe can be parameterized by s(t) with

t ∈ [0, 1]. Hence (3.3) becomes∫ 1

0

(qh · n)(σ(t)) µ̃ ‖s′(t)‖2 =

∫ 1

0

gN (σ(t)) µ̃ ‖s′(t)‖2 ∀µ̃ ∈ M̃([0, 1]),(3.4)

where M̃([0, 1]) = Pk([0, 1]).

4. Numerical results. In this section we present numerical experiments show-
ing the performance the method. We measure the errors eu := u − uh, eq := q − qh
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and eû := u− ûh by using the following norms:

‖eu‖int : =
‖eu‖L2(Dh)

|Dh|1/2
, ‖eq‖int :=

‖eq‖[L2(Dh)]2

|Dh|1/2
,

‖eû‖Eh
: =

(∑
K∈Dh

hK‖P∂u− ûh‖2L2(∂K)∑
K∈Dh

hk|∂K|

)1/2

.

In addition we compute an element-by-element postprocessing, denoted by u∗h, of
the approximate solution uh, which provides a better approximation for the scalar
variable when k ≥ 1 ([6, 4]). Given an element K we construct u∗h = ūh + ũh as the
only function in Pk+1(K) such that

ūh =


1
n

∑
e∈∂K ûh|e if k = 0,

1
|K|
∫
K
uhdx if k > 0,

and ũh is the polynomial in Pk+1
0 (K) (set of functions in Pk+1(K) with mean zero)

satisfying

(∇ũh,∇w)K = −(qh,∇w)K ∀w ∈ Pk+1(K).

In the purely diffusive case, this new approximation of u has been proven to converge
with order k + 2 for k ≥ 1 when the domain is polyhedral ([6, 4]), and also when it
has curved Dirichlet boundary ([9, 8]).

We set the stabilization parameter τ ≡ 1 in all the experiments. In Subsection 4.1
we show that deteriorate convergence can happen if d(Γ,Γh) = O(h). However, we
will see in Subsection 4.2 that optimal convergence is obtained when d(Γ,Γh) = O(h2).

4.1. Computational domain at a distance d(Γ,Γh) = O(h). In the following
examples the computational domain is constructed in such a way that the distance
d(Γ,Γh) is of order h. Moreover, f , gD and gN are chosen in order that u(x, y) =
sin(x) sin(y) is solution the exact of (1.1).

4.1.1. Example 1. Our first example consist of approximating a squared do-
main Ω = (0, 1) by a squared subdomain satisfying d(Γ,Γh) = O(h) as Fig. 2 shows.
Let ΓN = {x : x = 0}, ΓD = ∂Ω \ ΓN and the family of paths is computed according
to (P2).

In Table 1 we display the history of convergence for different polynomial degree
(k = 0, 1, 2 and 3) and meshsizes (h = 1/2, 1/4, 1/8, 1/16 and 1/32). We observe
that the error of u and q behaves optimally with convergence rate of order k + 1.
Moreover the error of numerical trace and postprocessed solution also converge with
order k+1, which is not optimal for the standard HDG method on polygonal domains.
Even though, the errors eu∗ are always small than eu. We attribute this lack of
superconvergence to the fact that the Neumann condition (3.3) is being imposed on
qh and not on q̂h as in the standard HDG method.

4.1.2. Example 2. We now consider an annular domain Ω = {(x, y) ∈ R2 :
142 < x2 +y2 < 202} that is being approximated by a polygonal subdomain satisfying
d(Γ,Γh) = O(h) as shown in Fig. 3. We consider Neumman data in the outer
boundary ΓN = {(x, y) ∈ R2 : x2 + y2 = 202} and Dirichlet data in the inner
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Fig. 2. Two consecutive meshes (h = 1/4 and h = 1/8) approximating the domain of Example
1.(Figure obtained from [8])

‖eu‖int ‖eq‖int ‖eû‖Eh
‖eu∗‖int

k h error order error order error order error order

1/2 4.58E-03 - 6.59E-02 - 2.13E-02 - 7.50E-03 -

1/4 6.09E-03 -0.41 4.77E-02 0.46 5.75E-03 1.89 6.60E-03 0.18

0 1/8 4.62E-03 0.40 2.74E-02 0.80 1.75E-03 1.71 4.71E-03 0.49

1/16 2.78E-03 0.73 1.46E-02 0.91 6.18E-04 1.51 2.80E-03 0.75

1/32 1.52E-03 0.87 7.52E-03 0.96 2.51E-04 1.30 1.53E-03 0.88

1/2 1.54E-03 - 9.89E-03 - 3.70E-03 - 1.67E-03 -

1/4 5.67E-04 1.44 2.55E-03 1.96 6.31E-04 2.55 4.68E-04 1.84

1 1/8 1.69E-04 1.75 7.09E-04 1.85 1.50E-04 2.07 1.31E-04 1.83

1/16 4.62E-05 1.86 1.94E-04 1.87 3.84E-05 1.97 3.60E-05 1.87

1/32 1.21E-05 1.93 5.13E-05 1.92 9.83E-06 1.97 9.52E-06 1.92

1/2 2.29E-04 - 1.20E-03 - 5.23E-04 - 2.17E-04 -

1/4 2.82E-05 3.02 1.24E-04 3.28 3.36E-05 3.96 2.44E-05 3.16

2 1/8 3.43E-06 3.03 1.36E-05 3.19 3.22E-06 3.38 2.81E-06 3.12

1/16 4.25E-07 3.01 1.63E-06 3.06 3.61E-07 3.16 3.38E-07 3.05

1/32 5.28E-08 3.01 2.02E-07 3.01 4.26E-08 3.08 4.13E-08 3.03

1/2 3.37E-05 - 1.51E-04 - 7.55E-05 - 3.39E-05 -

1/4 2.30E-06 3.87 9.32E-06 4.02 3.12E-06 4.59 2.30E-06 3.88

3 1/8 1.55E-07 3.89 6.74E-07 3.79 1.78E-07 4.14 1.55E-07 3.89

1/16 1.05E-08 3.89 4.76E-08 3.82 1.12E-08 3.99 1.05E-08 3.89

1/32 6.90E-10 3.92 3.22E-09 3.89 7.13E-10 3.97 6.90E-010 3.92

Table 1
History of convergence of the approximation in Example 1.

boundary ΓD = {(x, y) : x2 + y2 = 142}. Here the paths are computed according to
(P2).

The behavior of the L2-norm of the error displayed in Table 2 is similar to the one
obtained in the previous example, i.e., the rate of convergence of the error in all the
variables is of order k + 1. Thus, this example suggests that our technique performs
properly when the boundary is actually non-polygonal.

4.1.3. Example 3. The numerical evidence provided in Examples 1 and 2 indi-
cates that the technique proposed in this paper provides optimal rate of convergence
when d(Γ,Γh) = O(h) and the family of paths is constructed according to (P2).
However, in practice, this condition over the distance can not be satisfied in general,
unless the mesh is constructed properly to do so.
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Fig. 3. Annular domain and mesh in Example 2.

‖eu‖int ‖eq‖int ‖eû‖Eh
‖eu∗‖int

k h error order error order error order error order

1.89 9.56E+00 - 8.79E+00 - 4.66E-01 - 9.80E+00 -

0.96 8.47E+00 0.18 5.82E+00 0.61 3.72E-01 0.33 8.50E+00 0.21

0 0.49 5.72E+00 0.57 3.38E+00 0.79 2.42E-01 0.63 5.72E+00 0.56

0.24 3.29E+00 0.81 1.82E+00 0.90 1.37E-01 0.83 3.29E+00 0.81

0.12 1.76E+00 0.91 9.42E-01 0.91 7.26E-02 0.92 1.76E+00 0.91

1.89 2.03E+01 - 7.85E+00 - 9.56E-01 - 2.04E+01 -

0.96 5.94E+00 1.82 2.12E+00 1.94 2.58E-01 1.94 5.96E+00 1.82

1 0.49 1.43E+00 2.08 5.03E-01 2.10 6.00E-02 2.13 1.43E+00 2.08

0.24 3.40E-01 2.09 1.20E-01 2.08 1.40E-02 2.11 3.40E-01 2.09

0.12 8.19E-02 2.06 2.92E-02 2.06 3.35E-03 2.11 8.20E-02 2.06

1.89 4.04E+00 - 1.82E+00 - 1.90E-01 - 4.04E+00 -

0.96 6.80E-01 2.64 3.42E-01 2.46 2.95E-02 2.76 6.81E-01 2.64

2 0.49 1.41E-01 2.30 5.86E-02 2.58 5.89E-03 2.36 1.41E-01 2.30

0.24 2.12E-02 2.75 8.33E-03 2.83 8.75E-04 2.77 2.12E-02 2.75

0.12 2.88E-03 2.89 1.10E-03 2.93 1.16E-04 2.90 2.88E-03 2.93

1.89 4.12E+00 - 1.52E+00 - 1.93E-01 - 4.12E+00 -

0.96 3.17E-01 3.80 1.07E-01 3.93 1.37E-03 3.92 3.17E-01 3.80

3 0.49 1.89E-02 4.13 6.29E-03 4.15 7.89E-04 4.18 1.89E-02 4.13

0.24 1.10E-03 4.13 3.70E-04 4.12 4.53E-05 4.15 1.10E-03 4.13

0.12 6.56E-05 4.08 2.23E-05 4.07 2.68E-06 4.09 6.56E-05 4.08

Table 2
History of convergence of the approximation in Example 2.

A practical construction of the computational domain Dh was described in [9]. It
consists of “immersing” the domain in a Cartesian background mesh and set Dh as
the union of all the elements that are completely inside of Ω as it is shown in Fig.
4. Here d(Γ,Γh) = O(h). In this case it is not convenient to construct the paths
according to (P2). In fact, given a point x ∈ E∂h it might happen that x̄ is extremely
far from x, specially in parts of Γ where the domain is non-convex. That is why we
use the procedure described in (P1) instead.

In order to observe the performance of the method in this new setting we consider
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the ring Ω = {(x, y) ∈ R2 : 0.252 < (x− 0.5)2 + (y − 0.5)2 < 1} with ΓN = {(x, y) ∈
R2 : x2 + y2 = 1} and ΓD = {(x, y) : x2 + y2 = 0.252}. In Fig. 5 we show a zoom
at the upper-right corner of three consecutive meshes. We also plot the family paths
from vertices and quadrature points on the boundary edges.

In Table 3 we display the history of convergence. Even though the method is
still convergent, the rates deteriorate. For the Dirichlet boundary value problem this
non-optimal behavior does not occur as [9] showed. So, it seems that for Neumann
boundary data the family of paths needs to be build according to (P2).

Fig. 4. Left: Domain Ω, its boundary Γ (solid line), a background mesh Bh and the polygonal
subdomain Dh (gray). Right: Dirichlet data g on Γ transferred to ϕ on Γh. (Figure taken from [9])

Fig. 5. Zoom at the upper-right corner of three consecutive meshes of Example 3. Mesh (grey
region) constructed considering the procedure in [9] and family of paths determined according to
(P2). Blue lines: paths from the vertices. Red lines: paths from quadrature points of the boundary
edges (k = 1).

4.2. Computational domain at a distance d(Γ,Γh) = O(h2). Another prac-
tical construction of Dh is defining first Γh by interpolating Γ using piecewise linear
segments. Then, Dh is the domain enclosed by Γh as Fig. 6 shows. In this case
d(Γ,Γh) = O(h2) and the family of paths can be easily defined according to (P2).
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‖eu‖int ‖eq‖int ‖eû‖Eh
‖eu∗‖int

k h error order error order error order error order

0.312 4.12E-02 - 1.83E-01 - 4.40E-02 - 4.15E-02 -

0.156 3.70E-02 0.16 1.27E-01 0.53 3.26E-02 0.43 3.69E-02 0.17

0 0.078 1.69E-02 1.13 1.37E-01 -0.11 1.50E-02 1.12 1.69E-02 1.13

0.039 9.11E-03 0.89 7.00E-02 0.96 7.61E-03 0.97 9.11E-03 0.89

0.019 8.50E-03 0.10 4.92E-02 0.51 5.66E-03 0.43 8.50E-03 0.10

0.312 6.13E-03 - 1.82E-02 - 3.75E-03 - 5.71E-03 -

0.156 3.44E-03 0.84 1.06E-02 0.77 2.18E-03 0.78 3.37E-03 0.76

1 0.078 3.86E-03 -0.17 9.41E-03 0.18 2.36E-03 -0.11 3.86E-03 -0.20

0.039 1.16E-03 1.74 2.68E-03 1.81 6.88E-04 1.78 1.16E-03 1.73

0.019 5.17E-04 1.16 1.16E-03 1.20 3.04E-04 1.18 5.16E-04 1.16

0.312 4.68E-04 - 1.25E-03 - 3.03E-04 - 4.60E-04 -

0.156 2.25E-04 1.06 5.89E-04 1.08 1.45E-04 1.06 2.24E-04 1.04

2 0.078 1.21E-04 0.89 3.24E-04 0.86 7.39E-05 0.97 1.21E-04 0.89

0.039 1.31E-05 3.20 3.60E-05 3.17 7.79E-06 3.25 1.31E-05 3.21

0.019 2.63E-06 2.32 7.03E-06 2.35 1.54E-06 2.33 2.63E-06 2.32

0.312 3.02E-05 - 8.78E-05 - 1.98E-05 - 3.00E-05 -

0.156 1.11E-05 1.44 3.45E-05 1.35 7.19E-06 1.45 1.10E-05 1.44

3 0.078 1.65E-06 2.75 5.37E-06 2.67 1.01E-06 2.83 1.65E-06 2.75

0.039 6.69E-06 - 1.53E-05 - 3.98E-06 - 6.70E-06 -

0.019 8.03E-03 - 2.26E-02 - 4.73E-03 - 8.04E-03 -

Table 3
History of convergence of the approximation in Example 3.

4.2.1. Example 4. We consider the domain Ω = {(x, y) ∈ R2 : 1 < (x− 0.5)2 +
(y−0.5)2 < 4} with ΓN = {(x, y) ∈ R2 : x2 +y2 = 1} and ΓD = {(x, y) : x2 +y2 = 4}.
In Table 4 we observe again that the order of convergence in all the variables in k+ 1.
We point out that part of the computational domain is outside of Ω as it can be
observed in the inner circle in Fig. 6. This was never the case in the examples
provided by [9] and [8]. Thus, these results indicates that their technique also works
when Ωc ∩ Dh 6= ∅.

In Fig. 7 we show the approximated solution ph considering h = 1.10 (left)
and 0.55 (right) and using polynomials of degree k = 0, 1 and 2. We clearly see an
improvement either when the mesh is refined or the polynomial degree increases.

Fig. 6. Zoom at the upper-right corner of Example 4. Blue line: boundary Γ. Grey region: mesh.

4.2.2. Example 5. Now we test the performance of the method where Ω is a
bounded domain exterior to an airfoil. This is the most difficult case in our examples
since the domain has a boundary with a curved, re-entrant corner. The airfoil is
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‖eu‖int ‖eq‖int ‖eû‖Eh
‖eu∗‖int

k h error order error order error order error order

1.72 5.31E-01 - 2.14E+00 - 2.22E-01 - 6.63E-01 -

1.10 2.87E-01 1.37 1.19E+00 1.3 1.14E-01 1.48 3.00E-01 1.77

0 0.55 1.45E-01 0.99 6.13E-01 0.95 5.76E-02 1.00 1.46E-01 1.04

0.29 8.10E-02 0.89 3.31E-01 0.95 3.10E-02 0.95 8.05E-02 0.91

0.15 4.36E-02 0.98 1.69E-01 1.07 1.60E-02 1.05 4.34E-02 0.98

0.08 2.24E-02 0.99 8.48E-02 1.02 8.12E-03 1.01 2.23E-02 1.00

1.72 2.59E-01 - 9.51E-03 - 9.51E-03 - 1.22E-01 -

1.10 7.11E-02 2.89 1.61E-03 3.97 1.61E-03 3.97 1.80E-02 4.27

1 0.55 1.77E-02 2.01 2.50E-04 2.68 2.50E-04 2.68 2.54E-03 2.82

0.29 4.45E-03 2.12 5.92E-05 2.22 5.92E-05 2.22 4.23E-04 2.76

0.15 1.08E-03 2.26 1.43E-05 2.25 1.43E-05 2.25 9.03E-05 2.45

0.08 2.66E-04 2.08 4.24E-06 1.81 4.24E-06 1.81 2.69E-05 1.80

1.72 4.59E-02 - 6.22E-02 - 1.43E-03 - 1.04E-02 -

1.10 6.55E-03 4.35 9.09E-03 4.29 1.95E-04 4.44 1.35E-03 4.56

2 0.55 8.37E-04 2.97 1.26E-03 2.85 1.10E-05 4.15 8.25E-05 4.03

0.29 1.12E-04 3.09 1.71E-04 3.07 2.14E-06 2.52 1.44E-05 2.67

0.15 1.42E-05 3.29 2.11E-05 3.32 2.01E-07 3.75 1.34E-06 3.77

0.08 1.77E-06 3.10 2.63E-06 3.10 3.37E-08 2.66 2.22E-07 2.68

1.72 5.61E-03 - 8.48E-03 - .57E-04 - 1.28E-03 -

1.10 4.47E-04 5.65 6.59E-04 5.71 6.52E-06 7.11 4.82E-05 7.32

3 0.55 3.31E-05 3.75 4.77E-05 3.78 1.77E-07 5.20 1.42E-06 5.08

0.29 2.26E-06 4.12 3.30E-06 4.11 1.51E-08 3.78 1.04E-07 4.01

0.15 1.37E-07 4.46 2.12E-07 4.36 9.59E-10 4.39 6.42E-09 4.43

0.08 8.47E-09 4.14 1.32E-08 4.13 9.52E-11 3.43 6.28E-10 3.46

Table 4
History of convergence of the approximation in Example 4.

obtained by using the Joukowsky transformation:

J(z) = z +
λ2

z
,

where z ∈ C and λ ∈ R. It is well known that this transformation maps the disc
centered at (s1, s2) of radius R to an airfoil when we set λ = R−

√
s2

1 + s2
2. Here, we

take R = 0.1605 and s1 = s2 = 0.01. In Fig. 8 we show three triangulations of the
domain with meshsizes h = 0.143, 0.073 and 0.024. Neumann boundary conditions are
imposed around the airfoil and Dirichlet data in the remaining part of the boundary.
We consider the following two examples:

a) Smooth solution. We set f and g such that u(x, y) = sin(x) sin(y) is the
exact solution as in previous example. In Table 5 we observe that similar
conclusions to those in previous examples can be drawn, even though in the
case the domain is more complicated.

b) Non-smooth solution. We now consider a potential flow around the airfoil

where the exact solution in polar coordinates is u(r, θ) = r cos(θ)

(
1 +

R2

r2

)
.

Here gN = 0 around the airfoil. In this case ∇u has singularities at the
leading and trailing edges, hence we do not expect high order convergence
rates. In fact, this can be seen on Table 6 where in all the cases u converges
with order one and q converges with order less than one. However, for a fixed
mesh, the errors decrease when the polynomial degree increases. In Fig. 9 we
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Fig. 7. Approximation of the scalar variable in Example 4. Columns: meshsize h = 1.10 and
0.55. Rows: Polynomial of degree k = 0, 1 and 2.

show the approximation of the x-component of q considering h = 0.143 and
0.024 and k = 0, 1 and 2.

5. Conclusions. We have proposed a technique for high order approximation of
boundary value problems in curved domains with mixed boundary conditions. The
main advantage of our approach is that the computational domain does not necessar-
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Fig. 8. Meshes of Example 5. Meshsizes h = 0.143, 0.073 and 0.024.

‖eu‖int ‖eq‖int ‖eû‖Eh
‖eu∗‖int

k h error order error order error order error order

0.143 5.69E-03 - 2.25E-02 - 1.35E-03 - 5.76E-03 -

0.113 4.78E-03 0.75 1.71E-02 1.18 7.52E-04 2.50 4.81E-03 0.77

0 0.073 3.12E-03 0.98 1.05E-02 1.11 4.30E-04 1.29 3.14E-03 0.98

0.038 1.59E-03 1.03 5.36E-03 1.04 1.97E-04 1.19 1.59E-03 1.04

0.024 9.93E-04 1.02 3.25E-03 1.08 1.21E-04 1.06 9.94E-04 1.02

0.143 1.41E-04 - 2.91E-04 - 1.46E-05 - 1.48E-05 -

0.113 8.04E-05 2.38 1.68E-04 2.33 8.36E-06 2.39 8.46E-06 2.37

1 0.073 3.36E-05 2.01 6.72E-05 2.11 1.95E-06 3.35 1.96E-06 3.36

0.038 8.51E-06 2.11 1.74E-05 2.07 5.30E-07 2.00 5.14E-07 2.05

0.024 3.21E-06 2.11 6.50E-06 2.12 1.32E-07 3.00 1.28E-07 3.00

0.143 1.89E-06 - 3.58E-06 - 1.92E-07 - 1.85E-07 -

0.113 8.56E-07 3.37 1.55E-06 3.56 6.58E-08 4.56 6.34E-08 4.56

2 0.073 2.27E-07 3.06 4.06E-07 3.09 5.65E-09 5.65 5.67E-09 5.56

0.038 2.96E-08 3.12 5.30E-08 3.12 6.17E-10 3.39 5.97E-10 3.45

0.024 6.87E-09 3.15 1.24E-08 3.14 7.78E-11 4.47 7.57E-11 4.45

0.143 2.13E-08 - 3.00E-08 - 1.04E-08 - 9.98E-10 -

0.113 7.16E-09 4.64 1.06E-08 4.44 3.33E-09 4.86 3.20E-10 4.85

3 0.073 1.32E-09 3.89 1.80E-09 4.08 1.89E-10 6.61 1.83E-11 6.58

0.038 8.65E-11 4.18 1.20E-10 4.14 1.47E-11 3.91 1.40E-12 3.95

0.024 1.25E-11 4.17 1.75E-11 4.16 3.52E-12 3.09 3.32E-13 3.10

Table 5
History of convergence of the approximation in Example 5a) (smooth solution).

ily need to fit the boundary to be able to obtain high order accuracy. In particular,
the novelty of this work is the treatment of the Neumann boundary data. We have
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‖eu‖int ‖eq‖int ‖eû‖Eh
‖eu∗‖int

k h error order error order error order error order

0.143 2.49E-03 - 2.20E-02 - 1.40E-03 - 2.53E-0 -

0.113 1.81E-03 1.35 1.62E-02 1.29 7.08E-04 2.92 1.84E-03 1.36

0 0.073 1.11E-03 1.11 1.10E-02 0.90 2.94E-04 2.02 1.12E-03 1.14

0.038 5.75E-04 1.01 7.23E-03 0.64 1.63E-04 0.91 5.77E-04 1.02

0.024 3.49E-04 1.08 5.73E-03 0.50 9.09E-05 1.26 3.50E-04 1.08

0.143 4.04E-04 - 8.38E-03 - 4.29E-04 - 3.97E-04 -

0.113 1.80E-04 3.45 5.60E-03 1.72 2.08E-04 3.09 1.89E-04 3.15

1 0.073 7.93E-05 1.88 3.38E-03 1.16 8.83E-05 1.97 8.07E-05 1.96

0.038 4.52E-05 0.86 2.00E-03 0.80 4.82E-05 0.93 4.53E-05 0.88

0.024 3.03E-05 0.86 1.63E-03 0.45 3.23E-05 0.87 3.03E-05 0.87

0.143 1.55E-04 - 4.37E-03 - 1.77E-04 - 1.57E-04 -

0.113 8.10E-05 2.78 3.02E-03 1.58 9.16E-05 2.81 8.12E-05 2.82

2 0.073 4.91E-05 1.15 1.72E-03 1.30 5.35E-05 1.24 4.91E-05 1.16

0.038 2.70E-05 0.92 9.71E-04 0.87 2.87E-05 0.95 2.70E-05 0.92

0.024 1.70E-05 0.99 8.32E-04 0.33 1.81E-05 0.99 1.70E-05 0.99

0.143 7.94E-05 - 2.73E-03 - 9.13E-05 - 8.02E-05 -

0.113 4.89E-05 2.06 1.84E-03 1.68 5.45E-05 2.19 4.92E-05 2.08

3 0.073 3.59E-05 0.71 1.09E-03 1.21 3.90E-05 0.77 3.60E-05 0.72

0.038 1.79E-05 1.07 6.34E-04 0.83 1.90E-05 1.10 1.79E-05 1.07

0.024 1.07E-05 1.10 5.15E-04 0.45 1.14E-05 1.10 1.08E-05 1.10

Table 6
History of convergence of the approximation in Example 5b) (Non smooth solution).

provided numerical evidence suggesting that the technique performs properly if the
family of paths is normal to the computational boundary. A practical way to al-
ways satisfy this restriction is to define Γh by interpolating Γ using piecewise linear
segments. In this case distance to the exact boundary is O(h2).
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Fig. 9. Approximation of the x-component of q Example 5 (non-smooth solution). Columns:
meshsize h = 0.143 and 0.024. Rows: Polynomial of degree k = 0, 1 and 2.
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