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ON LINEARLY IMPLICIT IMEX RUNGE-KUTTA METHODS
FOR DEGENERATE CONVECTION-DIFFUSION PROBLEMS
MODELING POLYDISPERSE SEDIMENTATION

SEBASTIANO BOSCARINOA, RAIMUND BURGERB, PEP MULETC,
GIOVANNI RUSSO#, AND LUIS MIGUEL VILLADAP

ABSTRACT. Implicit-explicit (IMEX) Runge-Kutta (RK) methods are suitable
for the solution of nonlinear, possibly strongly degenerate, convection-diffusion
problems, since the stability restrictions, coming from the explicitly treated
convective part, are much less severe than those that would be deduced from
an explicit treatment of the diffusive term. A particularly efficient variant
of these schemes, so-called linearly explicit IMEX-RK schemes, arise from dis-
cretizing the diffusion terms in a way that more carefully distinguishes between
stiff and nonstiff dependence, such that in each time step only a linear system
needs to be solved. These schemes provide an efficient tool for the numerical
exploration of sediment formation and composition under a strongly degener-
ate polydisperse sedimentation model.

1. INTRODUCTION

This contribution is concerned with numerical methods for systems of nonlinear
convection-diffusion equations of the type

@ + 0, f(P) = 0, (B(9), D), (1.1)

where ® = (¢1,...,6x)7T is the sought solution as a function of spatial position x
and time ¢, f(®) = (f1(®),..., fn(®))T is a vector of flux density functions, and
B(®) is a given N x N matrix function expressing a diffusive correction, where we
allow that B(®) = 0 on a set of nonzero N-dimensional measure, so that (1.1) is
possibly strongly degenerate. The system (1.1) is supplied with initial and boundary
conditions. Its applications include a model of polydisperse sedimentation, where
the diffusion term accounts for sediment compressibility [1], and multiclass traffic
flow with anticipation lengths and reaction times (not considered herein; see [2, 6]).

This work is focused on a class of semi-implicit finite difference methods for the
solution of (1.1), namely so-called linearly implicit implicit-explicit Runge-Kutta
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(LI-IMEX-RK) methods (see [2, 3]), which were recently presented in [2] as an alter-
native to nonlinearly implicit implicit-explicit (NI-IMEX-RK) methods introduced
in [6] for the same problem. The latter involve the solution of nonlinear algebraic
equations by iterative methods. Roughly speaking, it turned out in [2] that for a
variety of IMEX pairs of Runge-Kutta schemes with the same mesh size, LI-IMEX
methods produce slightly larger errors, but are easier to implement than their NI-
IMEX counterparts, and are more efficient in error reduction per CPU time. The
purpose of this contribution is twofold: firstly, we summarize the methods intro-
duced in [2] and provide further support of the findings of that paper by numerical
experiments with a four-stage IMEX-RK pair of schemes. Secondly, we employ for
the first time a four-stage LI-IMEX-RK scheme for original numerical experiments
that provide new insight into variants of a model of polydisperse sedimentation
introduced in [1].

2. NUMERICAL SCHEMES

2.1. Semi-discrete formulation and new approach. Assume that the semi-
discrete formulation of (1.1) can be written in vector form as

d® 1 1

— =—— (AT f)(®)+ —B(P)P 2.1

= (A (@) + 5 B®)S, (21)
where ® = (®1(t),..., P (¢))T is the sought solution vector, where ®;(t) is the
approximate solution at spatial position x;, Ax := zj41 —x; for j = 1,..., M is the

uniform grid spacing, (A~ f)(®) € RV¥M denotes the vector of numerical flux vector
differences associated with the discretization of 8, f(®), and B(®) € RIVM)x(NM)
is a block tridiagonal matrix arising from the discretization of 9, (B(®)d,®). The
precise algebraic forms of (A~ f)(®) and B(®) are provided in [6]. Note that the
matrix B inherits its discontinuous dependence on ® from that of B on ®.

The new approach is based on distinguishing in (2.1) between stiff and non-stiff
dependence on the solution vector ®, and in choosing the time discretization by
an implicit and an explicit RK scheme, respectively, of an IMEX pair of schemes
accordingly. In the product B(®)® the occurrence of the solution ® within B(®) is
considered nonstiff, while that of the factor ® is considered stiff. Within LI-IMEX
schemes the implicit treatment is applied only to that second factor while NI-IMEX
schemes are based on treating implicitly the whole expression B(®)®. The LI-
IMEX approach does not require solutions of nonlinear systems (in contrast to NI-
IMEX methods), since these methods require only solving a discretized convection-
diffusion equation with a linear diffusion term in which the matrix B is given.

2.2. Spatial discretization and time integrator. We denote by < (A~ f)(®)
the discrete version of the convective term 9, f(®), which is computed using the
WENOS5-GHLL finite difference scheme [8]. For the diffusive term 9, (B (%), )
we use the same discretization as in [6]. Denoting ® = (®],...®},)T € RMN,
where ®;(t) ~ ®(z;,t) € RY, we can define the M x M block tridiagonal matrix
B = B(®), with blocks of size N x N, by

(B(‘t')‘l’)i(t) = (Bi—l/Zq)i—l —(Bi—i/2+ Bit1/2)®i + Bi+1/2‘1’i+1)(t)

for i = 17 . ,]\47 where Bi+1/2 = %(B(@z) + B(‘I’H_l)) The terms Biil/2¢’i:ﬁ:1

for i = 1 and ¢ = M are modified according to the boundary conditions.
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The pair of Butcher arrays of IMEX-RK methods for the time integration of
(2.1) is given by

where A = (a;;) (with a;; = 0 for all j > i) and A = (a;;) (with a;; = 0 for all

j > i) are the s x s matrices of the explicit (ERK) and (diagonally) implicit (DIRK)

parts of the method, respectively, while b = (l~)1, ce, BS)T, ¢=(é1,...,6)T, b =

(by,...,bs)Tand ¢ = (cy,...,cs)" are s-dimensional vectors of real coefficients, with

¢ and c given by the usual relations ¢; = a;1 + -+ @;—1 and ¢; = a;1 + -+ + aq;.
Now we rewrite the semidiscrete formulation (2.1) in the form

de
1 _ 1
C(®):= —A—x(A (@), D(P):= A—sz(fb){x (2.3)
An IMEX-RK scheme applied to (2.2) reads as
i—1 i
30 =" + At a;C(@Y) + At ay;D(@Y), (2.4)
j=1 j=1
" = @™+ ALY b;C(@Y) + ALY b;D(@Y). (2.5)
j=1 j=1

We observe that in IMEX-RK schemes there is only one family of stages values.
Furthermore, the fact that the implicit part of the method is a diagonally implicit
RK (DIRK) scheme makes the implementation of an IMEX-RK scheme simpler,
and ensures that C' is effectively computed explicitly.

Notice that the system (2.2) can be treated by another family of methods, called
Additive Runge-Kutta (ARK) schemes [12], and which have the following form:

i—1 i—1
K;, = C<¢n + AtZdinj> + D(@n + AtZainj + AtaiiKl), t1=1,...,s,

j=1 j=1
(2.6)
i=1

Next we describe the nonlinearly implicit IMEX-RK methods and the linearly
implicit IMEX-RK ones where the first are based on the IMEX-RK framework (2.4),
(2.5), while the second are a semi-implicit variant of the ARK approach (2.6), (2.7).

2.3. Nonlinearly implicit IMEX-RK methods. To summarize the NI-IMEX-
RK method for (1.1) introduced in [6], we consider the semidiscrete formulation
(2.2), (2.3). The simplest IMEX scheme for the approximation of (2.1) is

n n At — n At n n
M= 9" - (AT F)(®") + L5 B(@"THE, (2.8)

where ®" denotes the approximate value of ®(¢) at t = t". In general, the various
steps of a NI-IMEX-RK scheme necessary to advance ®” from time " to t"t! =
t"+At in system (2.2), (2.3) are given in [6, Algorithms 3.1 and 4.1]. For the present
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discussion it is sufficient to point out that as part of the NI[IMEX-RK framework,
(2.4) requires for each stage i, i = 1,...,s, of the diagonally implicit part of the
underlying IMEX-RK scheme that one solves for the vector u = () c RMN 4
nonlinear system of NM scalar equations of the following form:

u— aiiAtD(u) —-r; =0, i=1,...,s, (2.9)

where r; € RMY is given by
i—1 i—1 }
j=1 j=1

To approximately solve (2.9) by the Newton-Raphson method we must require the
coeflicients of B, and therefore those of B, to be at least continuously differentiable.
However, the model of interest herein does not naturally satisfy this assumption.
Therefore B is replaced by a smooth approximation, and instead of attempting to
solve (2.9) directly we solve first a smoothed version of (2.9), reduce the smoothing
parameter appropriately, use the approximate solution as a starting value for solving
the same problem with the new smoothing parameter and so on until that parameter
has reached a minimum value [6]. This procedure is, of course, computationally
costly but has turned out robust. Note that the smoothing procedure does not
remove the possibly strongly degenerate nature of the problem.

2.4. Linearly implicit IMEX-RK methods. To overcome the excessive numer-
ical work for the solution of (2.9), an essential gain is obtained by the following
approach. We rewrite the semidiscrete formulation (2.1) in the form

a4 : N

T =K(®", ), K(®*, ®) :=C(®*) + A2
with C given in (2.3), and observe that the only stiff term is the linear term ® that
multiplies B(®*), we therefore treat ®* explicitly as argument of f and B, while
® is implicit in the term to which B is applied.

The schemes (2.6) can be extended to the more general equation (2.10). Consider
an autonomous equation of the form dy/dt = K(y*,y), where the function K :
R™ x R™ — R™ is supposed to be sufficiently differentiable. Suppose that the
dependence on the first argument of K is nonstiff, while that on the second argument
is stiff. Such a system can be rewritten in the form

dy* dy

- K(y* Ky 2.11
" Ky, y), & Ky, y), (2.11)

with y*(to) = y(to) = y,. This is a particular case of partitioned system, [7], but
with an additional computational cost since we double the number of variables.
Now let us apply an IMEX scheme to (2.11). This results in the formulas

B(®")®, (2.10)

i—1 i
Y;k :y;'i‘AtZdin:(Y;,Yj), Y, = yn—&—AtZaijIC(Y;,Yj),
j=1 j=1
Yni1 = Yn T Atzgi’C(Y?, Yi)) Y1 =y, + Atzbilc(yf»yi)-
=1 =1

Observe that if b = b, then y; = y,, for all n > 0 and therefore the duplication
of variables is not necessary if we adopt the RK fluxes K; = K(Y},Y;) as basic



unknowns, so that one can rewrite the scheme in the form

1—1 1—1
K, = K(yn + Atzd@]Kj,yn + AtZainj + Ata“IQ), 1= 1, Lo, S, (212)

j=1 j=1

with the numerical solution

Y1 = Yo + ALY biK;, (2.13)
i=1
Notice that with the choice I(®*, ®) = C(®*) + D(®), the approach reduces to the
one proposed by Zhong [12], requiring the solution of nonlinear systems.

Due to the formal equivalence with partitioned systems, order conditions for
ARK schemes can be derived from those for IMEX-RK schemes. High order in
time can be obtained by adopting IMEX-RK schemes with b = b. For a more
general description of the relation between IMEX and ARK methods see [4]. A
limited linear stability anlysis for LI-IMEX-RK schemes is provided in [2].

The simplest first-order LI-IMEX-RK scheme for (2.12), (2.13) is

At At
P =" — — (AT f)(®") + —B(@") "
Sap@n) + ooBE@n
By (2.12) and (2.13) the step from t" to "1 = ¢" + At of an LI-IMEX-RK scheme

is given in general given by the following algorithm.

Algorithm 2.1 (Linearly implicit IMEX-RK (LI-IMEX-RK) scheme).
Input: approximate solution vector ®™ for t = t"
doi=1,...,s

compute the stage values:
i—1 i—1

j=1 j=1
solve for K; the linear system
_ «(3) 1 @ (& ®
enddo .
" BT ALY bK;

j=1
Output: approzimate solution vector ®" 1 for t = t"t1 =" + At.

In this approach, the system (2.14) is linear in K; and the numerical solution
can be obtained by solving a convection-diffusion equation with a linear diffusion
term in which the matrix function B, and therefore B, is computed explicitly.

For our computations we use the Strongly-Stability Preserving (SSP) four-stage
third-order IMEX scheme SSP3(4,3,3) [9] described by the following Butcher arrays:

0j(0 0 0 O a| o 0 0 0

0 0 0 O 0| —« o 0 0

Agrk = } 0 } (1) 0 ADIRK:} 0 1-a . “ 0
2103 30 3| B 5-F-n-a «a

2 2

0§ & 3 o ; :

where a = 0.24169426078821, B = a/4, n = 0.12915286960590.
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3. MODEL AND VARIANTS

3.1. Basic framework. We briefly outline model of sedimentation of polydisperse
suspensions forming compressible sediments described in detail in [1] (see also [2, 6]).
We consider a suspension of equal-density particles belonging to N species with sizes
dy >dy > ... > dyn. We let ¢; denote the local volume fraction of species i having
size d;. The evolution of ® = ®(z,¢) as a function of depth z and time ¢ in a
column of height £ is then determined by (1.1) posed on the z-interval (0, £) for
t > 0, along with ®(x,0) = ®¢(z) for 0 < z < L, where ®q is the given initial
concentration distribution, and zero-flux boundary conditions, i.e.,

f(®)—B(®)0,2=0 forz=0andxz=L, t>0. (3.1)
The flux density functions fi, ..., fy are given by
fi(®) = nos6iV (@)1 = ¢)(8; = 87 ®), i=1,....N, (3.2)

where p > 0 is a constant, gs > 0 is the solid mass density minus the fluid density,
8 :==d2/d?,8 = (81,09,...,0N)T, 061 =1, ¢ := $1+- - -+¢n, and V(9) is a hindered
settling function that can be chosen as V(¢) = (1 — ¢)"*272 for 0 < ¢ < Prax and
V(¢) = 0 otherwise, where ngry > 2 is a material-dependent exponent.
The diffusion matrix is given by B(®) := (;)1<i,j<n Where
V(e
i = (1 610,06, - 6 0)0100)
99
- ¢z T L.
- 51'513763'(251'*5(51'*5 (I)) p((b) ) 17]*17"'71\77
where ¢;; is the standard Kronecker symbol and o, denotes the effective solid stress
function, and o, is its derivative. This function can be chosen as

_Jo for ¢ < ¢,
ae(¢>—{oo((¢/¢c)k_l) o= ks, (3.4)

where ¢, is a critical concentration at which the particles touch each other.

(3.3)

3.2. Model variants. The function p(¢) can be chosen as p(¢) = o.. This is pre-
cisely the model introduced and analyzed in [1], and to which we refer as “Model A”.
Roughly speaking, the term involving o/ models the effect of sediment compress-
ibility, while that involving p(¢) describes differential diffusion of particle species
within the sediment layer. The numerical results presented in [1] and re-calculated
in [2] by an IMEX method showed that Model A, although it is rigorously derived
from balance equations of continuum mechanics, presents an unrealistically vigorous
relative differential movement of particles within the sediment. As a consequence
of this excessive sediment diffusivity, the final (large-time) stationary composition
of the sediment exhibits a gently downward-increasing total volume fraction ¢, but
the relative volume fraction ¢;/¢ of each species is the same at each position.

In [1, Sect. 7.5] it was speculated, though not proved rigorously nor explored
numerically, that several variants of Model A, denoted here Models B and C, would
not exhibit this phenomenon. We here consider “Model B”, corresponding to p = 0
and which is in part motivated by the treatment in [10], and “Model C”, corre-
sponding to p(¢) = ce(¢) for ¢ < ¢* and p(¢) = 0 for ¢ > ¢*, where ¢* > ¢, is
a second critical concentration. Here ¢* plays the role of a concentration at which
there is a change in sedimentation behaviour from differential sedimentation to “en
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masse settling of the entire suspension” [11]. Note that for a rigorous implementa-
tion of the latter idea we would also have to change the convective flux at ¢ = ¢*;
unfortunately this is outside the scope of this paper.

4. NUMERICAL EXAMPLES

4.1. Preliminaries. We solve (1.1) numerically for 0 <t < T and 0 < 2 < 1 for
Models A, B and C. Numerical results are obtained by the LI-SSP3(4,3,3) scheme.
The z-interval [0, 1], which is aligned in vertical direction and corresponds to a
column of height 1m, is subdivided into M subintervals of length Az = 1/M. We
denote by At the time step used to advance the numerical solution from ¢ = ¢" to
t"tl = " + At and by 7 the vector of numerical solutions associated with cell
[jAz, (j+1)Ax],j=0,..., M —1, at time ¢t". For each iteration, At is determined
by the following formula (derived from a linearized CFL condition, where o(-) is
the spectral radius: (At/Az)maxi<j<m o(T¢(®})) = 0.7.

4.2. Example 1-2: Comparing Models A, B, C. We compare Models A, B and
C simulating the settling of a tridisperse (N = 3) suspension forming a compressible
sediment [1]. The mixture is described by the model functions (3.2)—(3.4) with
Gmax = 0.66, nrz = 4.7, 0o = 180Pa, ¢ = 0.2, ¢* = 0.25, k = 2, u = gd?/(18us)
where iy = 1073 Pas is the viscosity of the fluid, d = 1.19x10~° m, p, = 1800kg/m?
is the solid-fluid density difference, and g = 9.81m/s? is the acceleration of gravity.
The normalized squared particle sizes are § = (1,0.5,0.25)T, and we employ zero-
flux boundary conditions (3.1) in a vessel of height 1m. In Example 1, the initial
concentration is ®q(z,0) = (0.04,0.04,0.04)T for 0 < # < 1m, and in Example 2,
we consider ®g(z,0) = (0.2,0.2,0.2)T/3 for 0 < 2 < 0.6m and $y = 0 otherwise.

In Figure 1 we display the numerical solution obtained with the LI-SSP3(4,3,3)
scheme with Az = 1/3200 m with initial condition ®(x,0) for each models at three
simulated times. Figure 2 we display the numerical solution for the alternative
initial composition ®(z,0).

4.3. Example 3: Efficiency of NI/LI-SSP3(4,3,3) schemes for Model C. In
this example we compare the efficiency of NI/LI-SSP3(4,3,3) schemes for obtaining
the numerical solution in model C at simulated times 77 = 5000s and 75 = 30000s.
We consider the same datas as in Example 1. As reference solution we consider the
solution computed with NI-SSP2(3,3,2) scheme with Az = 1/6400m. For the NI
schemes we solve the nonlinear system by Algorithm 4.1 of [6] that uses a variant
of the Newton-Raphson method with a prescribed relative tolerance tol, where
the regularization B, of the original diffusion matrix B is achieved by replacing
the function o in (3.3) by oe(¢; ) = 0o(¢) exp(—¢/(¢ — dc)* — /(¢ — ¢*)?), where
¢ > 0 decreases gradually from gy = 1072 to emiy = 1076, tol = 1078, Figures 3 (a)
and (b) provide the corresponding efficiency plots (approximate L' errors versus
CPU time).

4.4. Conclusions. In [2] it is concluded, in light of the numerical experiments
conducted in that paper, that the new LI-IMEX-RK schemes yield very similar
results, independently of the choice of the underlying Runge-Kutta schemes, that
they approximate the same solutions as their NI counterparts (introduced in [6]),
and that in many cases they are more efficient. The present provides further support
of these findings since these schemes are tested herein for new models (Models B
and C), an alternative WENO-type discretization of the convective term (we here
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(a) (b) ()
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0.8

0.2

0.4
 [m]
0.6

0.8

0.2

0.4
 [m]
0.6

0.8
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¢1, 02, ¢3, ¢ [—] b1, 02, ¢3, ¢ [—] 1, P2, ¢3, ¢ [—]

FIGURE 1. Example 1: numerical solution by LI-SSP3(4,3,3)
scheme with Az = 1/3200 m for solving Model A (a, d, g), Model B
(b, e, h) and Model C (c, f, i) at simulated time (a, b, ¢) T = 5000,
(d, e, £) T = 10000s and (g, b, i) T = 50000

employ the scheme WENO5-GHLL of [8] while in [2] the scheme WENO-SPEC
of [5] is utilized), and a fourth-order IMEX-RK scheme not considered before in
[2, 6]. The results of Figure 3 indicate that the error produced by LI schemes for
a given discretization is larger than that of the corresponding NI counterpart (as
expected), however they are still competitive since they are at least as efficient in
error reduction per CPU time than their corresponding NI counterparts. In fact, LI
schemes have been designed to execute faster than their respective NI counterparts
since the former need to solve only one linear system per RK stage, whereas the
latter have to solve many during the nonlinear solves in Algorithm 4.1 of [6]. Thus,
the findings of Figure 3 are consistent with those of [2].

Concerning Model A and its variants, we have seen that several semi-empirical
model approaches [1, 10, 11] postulate critical values of ¢ associated with abrupt
changes in the definition of B(®). Both NI-IMEX-RK [6] and LI-IMEX-RK [2]
schemes are tailored to handle the numerical solution of (1.1) under this assumption.
However, efficiency is a critical issue in this problem class. In fact, one wishes not
only to capture the transient dynamics of the settling process (typically governed
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0 0.1 0.2 0.3 0 ‘ 011 ‘ 04‘2 ‘ 0.‘3
o1, 92, ¢3, ¢ [—] o1, 02, 93, P[]

FIGURE 2. Example 2: (a) initial condition, (b, ¢, d) numerical
solution with LI-SSP3(4,3,3) scheme with Az = 1/1600m for solv-
ing (b) Model A, (c) Model B and (d) Model C at simulated time
T = 60000s.

(). (b)

- #- NI-SSP3(4,3,3)
—o—LI-SSP3(4,3,3)

L" error
L" error

102 - #- NI-SSP3(4,3,3)
—e—LI-SSP3(4,33) |

10° 10’ 10° 10’ 10°
CPU time [s] CPU time [s]

FIGURE 3. Example 3 (Model C): approximate L' errors vs. CPU
time for NI/LI-SSP3(4,3,3) schemes with Az = 1/M m with M =
100, 200, 400, 800 and 1600. (a) T' = 5000s, (b) T = 30000s.

for small times by the behaviour of (1.1) where ¢ < ¢, i.e., where the governing
equation degenerates into first-order hyperbolic type), but also the composition
of the final sediment, which usually requires long-time simulations. We observe
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that the profiles generated by Models A, B and C at T' = 5000s are nearly the
same (Figure 1 (a), (b) and (c)), but that the sediment composition after long
time is different for each of the models (Figures 1 (g), (h) and (i)). (We have
also performed tests for 7' = 200000s. Results virtually coincides with those for
T = 60000s so we can say that Figures 1 (g), (h) and (i) practically display a
final state.) Another remarkable result is that while the final sediment composition
under Model A seems to depend only on the initial total mass of ¢; for each species i
(Figures 1 (a)) and 2 (b) almost coincide), for Models B and C we obtain different
sediment compositions for different choices of ¢;(-,0) having the same respective
total mass. Clearly these phenomena should be further explored.
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