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A HIGH ORDER HDG METHOD FOR STOKES FLOW IN CURVED
DOMAINS

MANUEL SOLANO ∗ AND FELIPE VARGAS ∗

Abstract. We propose and analyze a high order hybridizable discontinuous Galerkin (HDG)
method for the Stokes equations in a curved domain. It is based on approximating the domain by a
polyhedral computational subdomain where an HDG solution is computed. To obtain a high order
approximation of the Dirichlet boundary data in the computational domain, we employ a transferring
technique based on integrating the approximation of the gradient. In addition, we first seek for a
discrete pressure having zero-mean in the computational domain and then the zero-mean condition
in the entire domain is recovered by a post-process that involves an extrapolation of the discrete
pressure. We prove that the method provides optimal order of convergence for the approximations of
the pressure, the velocity and its gradient. We present numerical experiments validating the method.
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1. Introduction. We present a high order hybridizable discontinuous Galerkin
(HDG) method to solve numerically the Stokes equations of an incompressible fluid
flow occupying a region Ω ⊂ Rd not necessarily polygonal (d = 2) or polyhedral
(d = 3) with boundary Γ := ∂Ω compact and Lipschitz. More precisely, denoting by
u the velocity of the fluid, p the pressure, ν > 0 a constant viscosity, f ∈ [L2(Ω)]d

a source term and g ∈ [L2(Γ)]d the prescribed velocity at the boundary satisfying

the compatibility condition

∫

Γ

g · n = 0 (n is the outward unit normal to Ω), the

equations to solve are

L−∇u = 0 in Ω,(1.1a)

−∇ · (νL) +∇p = f in Ω,(1.1b)

∇ · u = 0 in Ω,(1.1c)

u = g on Γ,(1.1d) ∫

Ω

p = 0.(1.1e)

The main idea is to approximate Ω by a polyhedral computational domain where the
boundary data g is properly transferred to the computational boundary. We follow
the approach proposed by [9] and analyzed in [8] that consists of integrating the
approximation of the gradient along transferring paths connecting the computational
boundary and Γ. This technique allows us to obtain a high order approximation of the
boundary data in the computational domain which leads to a high order accuracy of
the discrete solution. More precisely, if polynomials of degree k are used to construct
the local discrete spaces, the error in the variables L, u and p, measured in L2-norm,
will be of order hk+1, where h is the meshsize. This technique has been recently
applied to several problems and shown to perform properly. However, to the best
of our knowledge, this is the first work that applies it to the Stokes flow problem
where the main difference with previous work is the treatment of the approximated
pressure in the computational domain. One of the first ideas based on this transferring
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technique was introduced by [7] for the one-dimensional case and then extended to
higher dimensions for pure diffusion ([8, 9]) and convection-diffusion [10] equations.
In all these work, Dirichlet boundary data was considered and the mesh does not
fit the domain. It was shown that high order accuracy is obtained if the distance
between the computational domain and the boundary is of only order h. Recently,
a similar approach was proposed and studied numerically for Neumann boundary
conditions and elliptic interface problems [28]. There, the Neumann data cannot
be treated in the same way as we treat the Dirichlet data and the computational
boundary/interface in [28] must be order h2 away from the true boundary/interface
in order to obtain optimal results. Roughly speaking, the Neumann data in [28] is
imposed by extrapolating the discrete gradient, whereas the Dirichlet data is imposed
by performing a line integration of the discrete gradient. This integral is over a
segment of length proportional to h, hence it provides a power of h that allows to
overcome the fact that the distance between Γ and the computational boundary is of
only of order h.

Let us briefly discuss some of the literature related to numerical methods for
differential equations involving curved boundaries or interfaces. In general, these
methods can be classified as fitted or unfitted. In fitted methods, the discretization
of the domain resolves the boundary/interface, up to some degree of accuracy. For
instance, this is the case of isoparametric finite elements [20] where the mapping from
the reference element to a physical element is a polynomial whose degree is the same
as the polynomial degree of the finite element space. In this direction, [1] considers a
finite element approximation for smooth elliptic interfaces where optimal convergence
rates are obtained if the mesh isoparemetrically fits the interface. For piecewise linear
approximation of a Dirichlet boundary value problem, [3] approximates the boundary
data at the computational boundary Γh by transferring the boundary data g in a nat-
ural way. That is, for x ∈ Γh and a suitably defined x̄ ∈ Γ such that |x− x̄| is of order
h2, then the computational boundary data, g̃, is set as g̃(x) := g(x̄). The same idea
was extended later to interface problems [4]. As we will see in (2.2), in some sense
our technique can be seen as a generalization where we add an additional term to
the natural way of transferring. For a high order H-div-conforming method to solve
elliptic interface problems we refer to [21]. There, the curved interface is locally in-
terpolated by splines and optimal convergence is obtained for a suitable chosen spline
degree. Fitted methods have been also applied to control problems in curved domains
[13], where only polynomials of degree one are considered. In general, one of the main
advantages of fitted methods is that the prescribed data at the boundary/interface
can be easily imposed. However, the construction of the meshes might be difficult,
especially in complicated geometries. On the other hand, the attractive feature of
unfitted methods is that the mesh is not adjusted to the domain and even Cartesian
grids can be considered. However, it is not straightforward to develop a high order
unfitted method, mainly because of imposition of the boundary/interface data away
from the true boundary/interface. In the context of finite differences, one of the most
popular unfitted method is the Immersed Boundary (IB) method introduced by [25]
in 1972. For the two dimensional case, [22] showed that it is a first order method for
the velocity of a Stokes flow and second order accuracy can be achieved away from
the interface. Later, in the same direction, LeVeque and Li developed the Immersed
Interface method [19], which is second order accurate. In the context of finite element
method, [2] proposed an unfitted method based on Nitsche’s approach [24] with the
polygonal domain approximation method [29]. There, the numerical scheme is posed
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in a polygonal domain and a correction term is added to Nitsche’s bilinear form in
order to obtain high order accuracy. Recently, a high-order finite element method was
proposed to solve elliptic interface problems [16]. It is also based on a term involving
a piecewise polynomial correction function which is added to the functional at the
right hand side. This correction function is suitable constructed a priori using the
information provided by the equation and the transmission conditions at the inter-
face. Similarly, an HDG method based also on pre–computing a correction function
was proposed and analyzed in [14]. Finally, we would like to mention an alternative
approach, the Composite Finite Elements [26, 27], that deals with complicated do-
mains involving rough boundaries or small holes inside. However, to the best of our
knowledge, it has not been developed for high order approximations.

Our aim is to develop a method that combines the flexibility of the mesh con-
struction of unfitted methods with the high order accuracy of fitted methods. In fact,
the main advantage of our technique is that the computational domain is easy to
build and there is no need to adjust it to the actual domain. Moreover, the way we
transfer the Dirichlet data allows us to consider high order polynomials in the discrete
spaces and obtain high order accuracy. On the other hand, one of the drawbacks of
our method compared to others is that it relies on two aspects of the PDE: (1) ∇u
must be part of the equation and (2) u = g at Γ. In addition, the resulting global
matrix is not symmetric in our case. Symmetrizing the method is subject of future
work. We believe our technique is, in principle, independent on the numerical method,
as long the gradient is properly approximated and the PDE has the aforementioned
characteristics.

In this paper we consider a standard HDG method ([5, 23, 6]). The rest of the
paper is organized as follows. We first describe the construction of the computational
domain and transferring paths in Section 2. The method is introduced in Section 3
and its well-posedness is analyzed. In Section 4 the error estimates are stated and
Section 5 is devoted to their proofs. In Section 6 we propose an approximation of
the solution outside the computational domain and provide the corresponding error
estimates. Section 7 shows numerical experiments validating these results. We end
with concluding remarks.

2. Computational domain and transferring paths. In this section we intro-
duce notation associated to the computational domain and to the family of paths that
will allow us to transfer the boundary data from Γ to the computational boundary
Γh. Moreover, we establish a set of assumptions under which our analysis holds.

Given h > 0, we denote by Dh an open polyhedral computational domain, with
boundary Γh, meshed by a triangulation Th of meshsize h, consisting of simplices K
that are uniformly shape-regular, that is,

(D.1) there exists γ > 0, independent of h, such that hK ≤ γρK ,

where ρK is the radius of the largest ball contained in K and hK is the diameter of
K. We assume

(D.2) max
K∈Th

hK ≤ h.

For a simplex K, we denote its outward unit normal by nK , writing n instead of nK
when there is no confusion. Similarly, for a face e, we write n instead of ne to refer
to its normal vector. We also consider, by simplicity, that the triangulation does not
have hanging nodes.

In addition, we suppose that

(D.3) Dh ⊂ Ω.
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The set of faces and boundary faces of Th are denoted by Eh and E∂h, respectively,
and we define the non-meshed region Dch := Ω \ Dh.

On the other hand, let Pr(K) denote the space of polynomials of total degree at
most r defined on K, Pr(K) := [Pr(K)]d and Pr(K) := [Pr(K)]d×d. Given a region
D ⊂ Rd, we denote by (·, ·)D and 〈·, ·〉∂D the L2(D) and L2(∂D) inner products,
respectively. The L2-norms over D and ∂D will be denoted by ‖ · ‖D and ‖ · ‖∂D.

For each scalar-valued function η and ζ, we define

(η, ζ)Th
:=

∑

K∈Th

(η, ζ)K and 〈η, ζ〉∂Th
:=

∑

K∈Th

〈η, ζ〉∂K .

Vector-valued functions are boldfaced and, for η and ζ, we write

(η, ζ)Th
:=

d∑

i=1

(ηi, ζi)Th
and 〈η, ζ〉∂Th

:=

d∑

i=1

〈ηi, ζi〉∂Th
.

Tensor-valued functions are in Roman letters and, for N and Z, we write

(N,Z)Th
:=

d∑

i,j=1

(Nij ,Zij)Th
and 〈N,Z〉∂Th

:=

d∑

i,j=1

〈Nij ,Zij〉∂Th
.

We use the standard notation for Sobolev spaces and their associated norms and
seminorms. Finally, to avoid proliferation of constants, we will write a . b instead of
a ≤ Cb, where C is a constant independent of h.

Now, since the problem will be solved in Dh, we must specify a suitable boundary
data on the computational boundary Γh. To this end, we consider the idea proposed
by [9] and transfer the boundary data g from Γ to Γh through transferring paths.
That is, let e ∈ E∂h with normal unit vector n. For each x ∈ e, we set x̄ ∈ Γ as
the closest intersection between Γ and the ray of tangent vector n starting at x. We
denote by σn(x) the segment joining x̄ and x, which is referred as transferring path.
The length of this segment, l(x) := |x̄− x|, is assumed to satisfy

(D.4) l(x) . h.
We notice that this assumption implies that dist(Γh,Γ) . h. In addition, we

observe that if x is a vertex in Γh, then it has associated two different transferring
paths. In other words, the functions x̄ = x̄(x) and l(x) are double-valued on the
boundary vertices.

Let e ∈ E∂h and Ke the element where it belongs. We define

Ke
ext := {x+ sn : 0 ≤ s ≤ l(x), x ∈ e}

and assume that,
(D.5) for each point x ∈ e, the intersection of the ray {x + ηn : η > 0} and Γ is

unique.
We denote by H⊥e the largest distance of a point in Ke

ext to the plane determined
by e and h⊥e be the distance between e and the vertex of Ke opposite to e, as Fig.
1 shows. We set re = H⊥e /h

⊥
e and R = max

e∈E∂
h

re. This ratio will be important in our

estimates and assumptions, since it indicates how far is Γ from the computational
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Ke
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e

Fig. 1: Geometric definitions

boundary relative to the mesh size. If the domain were polygonal and the mesh fits
its boundary, this ratio would be zero.

Through the rest of this manuscript, Assumptions (D) will be assumed valid,
without mention it explicitly.

We are now in position to deduce the boundary data at Γh. Let e ∈ E∂h with
outward normal unit vector n and x ∈ e. Integrating component-wise L = ∇u along
σn(x) we obtain

u(x) = u(x̄)−
∫ l(x)

0

L(x+ ns)n ds.

Denoting by g̃ the trace of u at e and noticing that u(x̄) = g(x̄), from previous
identity we get

(2.1) g̃(x) = g(x̄)−
∫ l(x)

0

L(x+ ns)n ds.

In other words, (2.1) provides an expression to obtain the boundary data at Γh in
terms of the unknown L. We point out that, according to Lemma B.1 in [8], g̃ is
well-defined if Γ is compact, Lipschitz and piecewise C2.

In order to construct a discrete approximation of g̃, denoted by g̃h, we consider
a local extrapolation of polynomials, i.e., given G a polynomial defined on Ke, with
e ∈ E∂h, we extrapolate it from Ke to Ke

ext. Thus, the expression in (2.1) suggests the
following approximation

(2.2) g̃h(x) := g(x̄)−
∫ l(x)

0

Lh(x+ ns )n ds,

where Lh is the local extrapolation of the HDG approximation of L.
We end this section be defining the norms

‖ζ‖Dc
h,h
⊥ :=




∑

e∈E∂
h

h⊥e ‖ζ‖2Ke
ext





1/2

, ‖µ‖∂Th,α :=

{ ∑

K∈Th

〈α∂Kζ, ζ〉∂K

}1/2

,

‖ζ‖Γh,α :=




∑

e∈E∂
h

αe‖ζ‖2e





1/2

, and ‖µ‖h :=

{ ∑

K∈Th

hK〈µ,µ〉∂K

}1/2

,

where αe := α|e and α∂K := α|∂K .
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3. The HDG method. We proceed now to introduce the numerical method on
the computational domain Dh. First of all, we decompose

p = pDh + p̃,(3.1)

where pDh :=
1

|Dh|

∫

Dh

p and p̃ ∈ L2
0(Dh) (L2(Dh)-functions with zero mean in Dh).

Since now the problem is posed in a polyhedral domain, we consider the standard
HDG method ([5, 23]) that seeks an approximation (Lh,uh, p̃h, ûh) of the solution
(L,u, p̃,u|Eh

) in the space Gh × V h × Ph ×Mh given by

Gh = {G ∈ L2(Th) : G|K ∈ Pk(K) ∀K ∈ Th},(3.2a)

V h = {v ∈ L2(Th) : v|K ∈ Pk(K) ∀K ∈ Th},(3.2b)

Ph = {q ∈ L2(Th) : q|K ∈ Pk(K) ∀K ∈ Th},(3.2c)

Mh = {µ ∈ L2(Eh) : µ|e ∈ Pk(e) ∀e ∈ Eh}.(3.2d)

As we will see in Section 3.1, this approximation is the only solution of

(Lh,G)Th
+ (uh,∇ ·G)Th

− 〈ûh,Gn〉∂Th
= 0,(3.3a)

(νLh,∇v)Th
− (p̃h,∇ · v)Th

− 〈νL̂hn− p̂hn,v〉∂Th
= (f ,v)Th

,(3.3b)

−(uh,∇q)Th
+ 〈ûh · n, q〉∂Th

= 0,(3.3c)

〈ûh,µ〉Γh
= 〈g̃h,µ〉Γh

,(3.3d)

〈νL̂hn− p̂hn,µ〉∂Th\Γh
= 0,(3.3e)

(p̃h, 1)Dh
= 0,(3.3f)

for all (G,v, q,µ) ∈ Gh × V h × Ph ×Mh, where we emphasize that g̃h depends on
Lh (c.f. (2.2)),

(3.3g) νL̂hn− p̂hn = νLhn− p̃hn− τν(uh − ûh) on ∂Th,

and τ is a non-negative piecewise constant stabilization parameter defined on ∂Th.
In order to simplify notation, we assume τ to be constant on ∂Th. The choice of τ is
not crucial in our method. For other values of τ we refer to [5].

3.1. Well-posedness of the method. In this section we show that the discrete
scheme (3.3) with the approximated boundary data (2.2) is well-posed. The steps that
will lead to this statement will be very similar to those needed to obtain the error
estimates in Section 5. First of all, we define an auxiliary function and a norm that
will help to carry out several of the estimates in this work. Let e ∈ E∂h, a point x
lying on e and a tensor-valued function G. We define the function

(3.4) δG(x) :=
1

l(x)

∫ l(x)

0

(
G(x+ sn)−G(x)

)
n ds.

If G is a polynomial, the estimates in Lemma 5.2 of [8] states that

‖l1/2δG‖e ≤ 3−1/2r3/2
e CeextC

e
inv‖G‖Ke ,(3.5)

where

Ceext :=
1
√
re

sup
G∈Pk(Ke)\{0}

‖G‖Ke
ext

‖G‖Ke

(3.6)

6



and

Ceinv := h⊥e sup
G∈Pk(Ke)\{0}

‖∂nG‖e
‖G‖Ke

.(3.7)

The constants Ceext and Ceinv do not depend on the meshsize, but depend on the
polynomial degree and shape-regularity constant as can be deduced from Lemma A.2
in [8]. Ceext is what we call extrapolation constant because it allows us to bound the
L2-norm of the extrapolation of the polynomial G in terms of ‖G‖Ke . Similarly, Ceinv
can be seen as the constant of an inverse-type estimate that allows us to control the
L2-norm of the directional derivative of the extrapolation of the polynomial G in
terms of ‖G‖Ke . Finally, we recall the discrete trace inequality (Lemma 1.46 in [15]):
If ϕ is a scalar, vector or tensor-valued polynomial in Ke, then

‖ϕ‖e ≤ Cetrh−1/2
e ‖ϕ‖Ke ,(3.8)

where Cetr is independent of the meshsize but depends on the polynomial degree.
The next two lemmas will lead to the well-posedness of the method.
Lemma 3.1. Let (Lh,uh, p̃h, ûh) ∈ Gh ×V h × Ph ×Mh be the solution of (3.3)

with the boundary data in (2.2). Let us suppose that f = 0 and g = 0 . In addition,
for every e ∈ E∂h, we assume that

(A.1) r3
e(C

e
ext)

2(Ceinv)
2 ≤ 1/8 and

(A.2) reh
⊥
e τ ≤ 1/8.

Then,

‖Lh‖Dh
+ ‖uh − ûh‖∂Th,τ+ ‖g̃h‖Γh,l−1 ≤ 2

√
6ν−1‖p̃h‖Γh,l.(3.9)

Before going through the proof, let us comment on these assumptions. If the
domain were polygonal and the mesh fits its boundary, then re = 0 and all the
assumptions are satisfied. In that case and we recover the standard HDG method [5].
On the other hand, the constants Ceext, C

e
inv and Cetr are proportional to (k + 1)8/3

as stated in Lemma A.2 of [8]. Then, if the ratio re is small enough, (A.1) and (A.2)
hold. In other words, the larger is the polynomial degree, the smaller this ratio must
be to guarantee well-posedness of the scheme.

Let us continue with the proof of Lemma 3.1.
Proof. By taking G = νLh, v = uh, q = p̃h and µ = ûh in the first four equations

of (3.3) and adding them up we obtain

‖Lh‖2Dh
+ ‖uh − ûh‖2∂Th,τ

= ν−1〈νL̂hn− p̂hn, g̃h〉Γh
.(3.10)

Now, let e ∈ E∂h and x ∈ e. According to (2.2) and (3.4) we can write

l(x)−1g̃h(x) = −δLh
(x)− Lh(x)n.

From this inequality we obtain an expression for Lh(x)n and, by (3.3g), we write:

ν−1〈νL̂hn− p̂hn, g̃h〉Γh
= 〈Lhn, g̃h〉Γh

− ν−1〈p̃hn, g̃h〉Γh
− 〈τ(uh − ûh), g̃h〉Γh

= −〈l−1g̃h, g̃h〉Γh
− 〈δLh

, g̃h〉Γh

−ν−1〈p̃hn, g̃h〉Γh
− 〈τ(uh − ûh), g̃h〉Γh

.
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Replacing this in (3.10), using Cauchy-Schwarz and Young’s inequalities; and moving
to the left hand side the terms involving g̃h, we get

‖Lh‖2Dh
+ ‖uh − ûh‖2∂Th,τ

+ ‖g̃h‖2Γh,l−1

≤ 4‖δLh
‖2Γh,l

+
4

ν2
‖p̃h‖2Γh,l

+ 4‖τ(uh − ûh)‖2Γh,l
.(3.11)

By (3.8), (3.5), assumptions (A.1) and (A.2), the fact that l(x) ≤ H⊥e = reh
⊥
e and

h⊥e ≤ γhe, we obtain

‖δLh
‖2Γh,l

≤ 1

3
max
e∈E∂

h

r3
e(C

e
ext)

2(Ceinv)
2‖Lh‖2Dh

≤ 1

24
‖Lh‖2Dh

and

‖τ(uh − ûh)‖2Γh,l
≤ max
e∈E∂

h

reh
⊥
e τ‖uh − ûh‖2∂Th,τ

≤ 1

8
‖uh − ûh‖2∂Th,τ

.

These two inequalities, together with (3.11), imply (3.9).
In order to deal with the term at the right hand side of (3.9), we consider the

L2−projection onto Mh, denoted by PM , and the following assumption: for each
e ∈ E∂h.

(A.3) 2
√

6βMγ1/2Cetrr
1/2
e <

1

2
, where M := max

{
1, (τh)1/2

}

and β > 0 is the constant, independent of h, appearing in next lemma.
Lemma 3.2. Suppose assumptions of Lemma 3.1 and (A.3) hold. Then p̃h = 0.
Proof. We adapt the proof of Proposition 3.4 in [5] to our setting. Since p̃h ∈

L2
0(Dh), there exists β > 0, independent of h, such that

(3.12) ‖p̃h‖Dh
≤ β sup

w∈H1
0(Dh)\{0}

(p̃h,∇ ·w)Dh

‖w‖H1(Dh)

.

On the other hand, let P : H1(Th)→ V h be any projection such that (Pw−w,v)K =
0 for all v ∈ Pk−1(K), for all K ∈ Th.

Now, we will work on the numerator of the right hand side of (3.12). Integrating
by parts and using the projection P , we have

(p̃h,∇ ·w)Dh
= −(∇p̃h,w)Th

+ 〈p̃hn,w〉∂Th

= −(∇p̃h,Pw)Th
+ 〈p̃hn,w〉∂Th

.(3.13)

Integrating by parts again and using (3.3b) with v := Pw, we obtain

−(∇p̃h,Pw)Th
= (p̃h,∇ · Pw)Th

− 〈p̃hn,Pw〉∂Th

= (νLh,∇Pw)Th
− 〈νL̂hn− p̂hn,Pw〉∂Th

− 〈p̃hn,Pw〉∂Th
.

Using the definition of the numerical flux (3.3g), we can write

−(∇p̃h,Pw)Th
= (νLh,∇Pw)Th

− 〈νLhn,Pw〉∂Th
+ 〈τν(uh − ûh),Pw〉∂Th

.

Integrating by parts we observe that

(νLh,∇Pw)Th
− 〈νLhn,Pw〉∂Th

= −(ν∇ · Lh,Pw)Th
.
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Using the projection P and integrating by parts once again, we obtain

−(ν∇ · Lh,Pw)Th
= −(ν∇ · Lh,w)Th

= (νLh,∇w)Th
− 〈νLhn,w〉∂Th

.

Hence, we have that

−(∇p̃h,Pw)Th
= (νLh,∇w)Th

− 〈νLhn,w〉∂Th
+ 〈τν(uh − ûh),Pw〉∂Th

.

Replacing this into (3.13), we conclude that

(p̃h,∇ ·w)Dh
= (νLh,∇w)Th

+ 〈τν(uh − ûh),Pw〉∂Th
− 〈νLhn− p̃hn,w〉∂Th

.

Adding and subtracting the term 〈τν(uh − ûh),w〉∂Th
, we can rewrite this equation

as

(p̃h,∇ ·w)Dh
= (νLh,∇w)Th

+ 〈τν(uh − ûh),Pw −w〉∂Th

−〈νLhn− p̃hn− τν(uh − ûh),w〉∂Th
.

Since νLh, p̃h and τν(uh − ûh) are polynomials, we can use the definition of PM to
rewrite the last equation as

(p̃h,∇ ·w)Dh
= (νLh,∇w)Th

+ 〈τν(uh − ûh),Pw − PMw〉∂Th

−〈νLhn− p̃hn− τν(uh − ûh),PMw〉∂Th
.

The last term vanishes thanks to (3.3e) with µ = PMw and the fact thatw ∈H1
0(Dh).

Thus,

(p̃h,∇ ·w)Dh
= (νLh,∇w)Th

+ 〈τν(uh − ûh),Pw − PMw〉∂Th
,(3.14)

On the other hand, Proposition 3.9 in [5], states that

max

{
1, sup

w∈H1
0(Dh)\{0}

‖Pw − PMw‖∂Th,τ

‖w‖H1(Dh)

}
≤ max

{
1, max
K∈Th

(τhK)1/2

}
.(3.15)

Combining (3.12), (3.14), Cauchy-Schwarz inequality and (3.15), we arrive at

‖p̃h‖Dh
≤ βνM(‖Lh‖Dh

+ ‖uh − ûh‖∂Th,τ ) ≤ βM2
√

6‖p̃h‖Γh,l,

where the last inequality is provided by Lemma 3.1. Thus, the result follows from
this estimate, discrete trace inequality (3.8) and Assumption (A.3).

Finally, from Lemmas 3.1 and 3.2 we conclude:
Theorem 3.3. Under the assumptions of Lemmas 3.1 and 3.2, the scheme (3.3)

with the boundary data (2.2) has a unique solution.

4. Error estimates. In this section we summarize the main error estimates in
this work. First, we make the following assumption that allows us to estimate the
L2-norm of u by using a duality argument.

For any given θ ∈ L2(Ω), let (Φ,φ, φ) be the solution of

Φ +∇φ = 0 in Ω,(4.1a)

∇ · (νΦ)−∇φ = θ in Ω,(4.1b)

−∇ · φ = 0 in Ω,(4.1c)

φ = 0 on ∂Ω.(4.1d)

We suppose
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Assumption B.

(4.2) ν‖Φ‖H1(Ω) + ν‖φ‖H2(Ω) + ‖φ‖H1(Ω) ≤ C‖θ‖Ω.

This is satisfied, for example, for the two-dimensional case if the domain is convex
[17] and for any convex polyhedron in three dimensions [11].

Theorem 4.1. Suppose that Assumptions A hold. If (L,u, p̃) ∈ Hk+1(Ω) ×
Hk+1(Ω)×Hk+1(Ω), then, for h < 1 and k ≥ 1, we have

‖L− Lh‖Dh
+ ‖g̃ − g̃h‖Γh,l−1 + ν−1‖p̃− p̃h‖Dh

. Creg h
k+1.

Moreover, if Assumption B holds, then ‖u− uh‖Dh
. Creg h

k+1 and

‖PMu− ûh‖∂Th,h + ‖u− u∗h‖Dh
. Creg h

k+3/2.

Here, Creg :=
(
|L−ν−1p̃I|Hk+1(Dh)+τ |u|Hk+1(Dh)+|L|Hk+1(Dh)

)
and u∗h is an element-

by-element postprocessing of uh computed as follows. For each element K ∈ Th, we
seek u∗h ∈ P0

k+1(K) := {w ∈ Pk+1(K) :
∫
K
w = 0} such that

(∇u∗h,∇wh)K = (Lh,∇wh)K ∀wh ∈ P0
k+1(K),(4.3a) ∫

K

u∗h =

∫

K

uh.(4.3b)

In other words, if the solution is smooth enough and τ is properly chosen (order
one, for instance), then the L2-norm of the errors in L, u and p̃ are of order hk+1, which
is the same as in the case of a polyhedral domain [5]. In addition, the above estimate
indicates that the error in the numerical trace ûh and the post processed solution u∗h
is of only of order hk+3/2, which is half a power of h less than the estimates provided
in the case of a polyhedral domain [5]. However, in our numerical experiments we
observe an experimental order of convergence of hk+2 for the latter variables, which
suggests that the order hk+3/2 provided by the analysis might not be sharp. The same
behavior has been observed for the Poisson’s equation in curved domains [8].

5. Proofs. This section is devoted to prove the error estimates stated in Theorem
4.1. It follows from the standard procedure for analyzing HDG schemes using the
projection-based approach. That is, a suitable projection operator is defined and
then an energy argument helps to bound the projection of the errors of all variables
except u. A duality argument is employed to obtain an L2-estimate of the projection
of the error in u. The main difference compared to [5] is the presence of additional
terms at Γh due to the approximation of the boundary data (2.2).

5.1. An energy argument. First of all, let us recall the projection defined in
[5] which will be used in our analysis. If (L,u, p̃) ∈ H1(Th) ×H1(Th) × H1(Th),
we take its projection Πh(L,u, p̃) := (ΠL,Πu,Π p̃) as the element of Gh × V h × Ph
defined as follows. On an arbitrary element K of the triangulation Th, the values of
the projected function on the simplex K are determined by requiring that

(ΠL,G)K = (L,G)K ∀ G ∈ Pk−1(K),(5.1a)

(Πu,v)K = (u,v)K ∀ v ∈ Pk−1(K),(5.1b)

(Π p̃, q)K = (p̃, q)K ∀ q ∈ Pk−1(K),(5.1c)

(tr ΠL, q)K = (tr L, q)K ∀ q ∈ Pk(K),(5.1d)

〈νΠLn−Π p̃n− τνΠu,µ〉e = 〈νLn− p̃n− τνu,µ〉e, ∀ µ ∈ Pk(e)(5.1e)
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for all faces e of the simplex K. Thus, we define the projection of the errors EL :=
ΠL − Lh, εu := Πu − uh , εp := Π p̃ − p̃h, εû := PMu − ûh; and the interpolation
errors IL := L−ΠL, Iu := u−Πu, Ip := p̃−Π p̃. If (L,u, p̃) ∈ Hk+1(K)×Hk+1(K)×
Hk+1(K) on each element K ∈ Th, it is known (Theorem 2.1 in [5]) that the above
defined projection satisfies the following properties:

‖Iu‖K . hk+1
K |u|Hk+1(K) + hk+1

K (τν)−1|∇ · (νL− Ip̃)|Hk(K),(5.2a)

‖νIL‖K + ‖Ip‖K . hk+1
K |νL− p̃I|Hk+1(K) + hk+1

K τν|u|Hk+1(K) + τν‖Iu‖K .(5.2b)

Moreover, by a standard scaling argument and the fact that h⊥e ≤ hK , we obtain

‖ILn‖e,h⊥e . ‖IL‖K , ‖Iu‖e,h⊥e . ‖Iu‖K , and ‖Ip‖e,h⊥e . ‖Ip‖K .(5.2c)

We observe that
∫
Dh
εp = 0 for k > 0, thanks to (5.1c) and (3.3f). Since we are

interested in a high order method, we assume k > 0 to avoid technicalities.
Let ∂n(ILn) be the directional derivative of each component of ILn. We define

the following quantity that will appear in the right hand side of next estimates:

ΘIL :=
(
4R2‖∂n(ILn)‖2Dc

h,(h
⊥)2 + 12R‖ILn‖2Γh,h⊥

+ 5‖IL‖2Dh

)1/2
.(5.3)

If (L,u, p̃) ∈ Hk+1(Ω)×Hk+1(Ω)×Hk+1(Ω), by Lemma 3.8 in [8] and (5.2), we have

ΘIL . hk+1
(
|L− ν−1p̃I|Hk+1(Ω) + τ |u|Hk+1(Ω) + |L|Hk+1(Ω)

)
.(5.4)

Lemma 5.1. Let us suppose Assumptions A hold. Then

||| (EL, εu − εû, g̃ − g̃h, εp) ||| ≤
(

4
√

3βM + 1
)

ΘIL , where

||| (EL, εu − εû, g̃ − g̃h, εp) ||| :=
(
‖EL‖2Dh

+ ‖εu − εû‖2∂Th,τ
+ ‖g̃ − g̃h‖2Γh,l−1

+ν−2‖εp‖2Dh

)1/2
.

We now proceed to detail the steps that lead to the statement of Lemma 5.1. As we
will see, we will employ the ideas behind the proofs of Lemmas 3.1 and 3.2.

Step 1: The projection of the errors. The following lemma establishes the
equations satisfied by the projection of the errors.

Lemma 5.2.

(EL,G)Th
+ (εu,∇ ·G)Th

− 〈εû,Gn〉∂Th
= −(IL,G)Th

,(5.5a)

−(∇ · (νEL),v)Th
+ (∇εp,v)Th

+ 〈τν(εu − εû),v〉∂Th
= 0,(5.5b)

−(εu,∇q)Th
+ 〈εû, qn〉∂Th

= 0,(5.5c)

〈εû,µ〉Γh
= 〈g̃ − g̃h,µ〉Γh

,(5.5d)

〈Ên,µ〉∂Th\Γh
= 0,(5.5e)

(εp, 1)Dh
= 0,(5.5f)

for all (G,v, q,µ) ∈ Gh × V h × Ph ×Mh, where

Ên := PM (νLn− p̃n− νL̂hn+ p̂hn)

= νELn− εpn− τν(εu − εû) on ∂Th.(5.5g)
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Proof. All the equations, except (5.5d), follow directly from Lemma 3.1 in [5]. To
show (5.5d), let µ ∈ Mh. Thanks to (3.3d) and the fact that g̃ = u on Γh, we get
〈εû,µ〉Γh

= 〈PMu− ûh,µ〉Γh
= 〈u,µ〉Γh

− 〈ûh,µ〉Γh
= 〈g̃,µ〉Γh

− 〈g̃h,µ〉Γh
.

Corollary 5.3. Let TL,h := ν−1〈εû, Ên〉Γh
. Then,

‖EL‖2Dh
+ ‖εu − εû‖2∂Th,τ

= −(IL,EL)Th
+ TL,h.

Proof. It is consequence of previous lemma by taking G = νEL, v = εu, q = εp,
µ = εû and adding the equations.

If Ω were polygonal and the mesh is fitted to it, then g̃ would be equal to g̃h.
Thus, the right hand side of (5.5e) would be zero and, as a consequence, TL,h would
vanish, recovering Lemma 3.1 and Proposition 3.2 in [5].

Step 2: A bound for TL,h. Following the approach by [8], we need to rewrite
the term TL,h in a suitable manner.

Lemma 5.4.

TL,h ≤− ‖g̃ − g̃h‖2Γh,l−1 + ‖g̃ − g̃h‖Γh,l−1

{
‖δIL‖Γh,l + ‖ILn‖Γh,l

+ ‖δEL‖Γh,l + ‖εu − εû‖Γh,τ2l + ν−1‖εp‖Γh,l

}
.

Proof. Proceeding exactly as in Lemma 5.1 of [8], it is not difficult to see that,
according to (2.1), (2.2) and (3.4), we can decompose (g̃ − g̃h)(x) = −l(x)

{
δIL +

ILn+ δEL + ELn
}

(x). Then, by (5.5g), we obtain

Ên = −ν
{

(g̃ − g̃h)/l + δIL + ILn+ δEL

}
− εpn− τν(εu − εû).(5.6)

On the other hand, by the definition of TL,h and (5.5d),

TL,h := ν−1〈εû, Ên〉Γh
= ν−1〈PM (g̃ − g̃h), Ên〉Γh

= ν−1〈(g̃ − g̃h), Ên〉Γh
,

which, according to (5.6), leads to the decomposition TL,h =
∑6
i=1 TiL,h, where

T1
L,h = −〈(g̃ − g̃h)/l, (g̃ − g̃h)〉Γh

, T2
L,h = −〈g̃ − g̃h, δIL〉Γh

,

T3
L,h = −〈g̃ − g̃h, ILn〉Γh

, T4
L,h = −〈g̃ − g̃h, δEL〉Γh

,

T5
L,h = −〈g̃ − g̃h, τ(εu − εû)〉Γh

, T6
L,h = −ν−1〈g̃ − g̃h, εpn〉Γh

.

The result is obtained by applying Cauchy-Schwarz inequality to each of these terms.

Step 3: A first energy estimate. We recall the estimate in Lemma 5.2 of [8]:

‖l1/2δIL‖e ≤ 3−
1
2 re‖h⊥e ∂n(ILn)‖Ke

ext
.(5.7)

Thus, gathering the result stated in Corollary 5.3, estimate in Lemma 5.4, inequal-
ity (5.7), (3.5) with G = EL, Young’s inequality, definition (5.3) and noticing that
‖ILn‖2Γh,l

≤ R‖ILn‖2Γh,h⊥
, we conclude:

Lemma 5.5. ‖EL‖2Dh
+ ‖εu − εû‖2∂Th,τ

+ ‖g̃− g̃h‖2Γh,l−1 ≤ Θ2
IL + 12ν−2‖εp‖2Γh,l

.

Comparing this estimate with the corresponding result in [5] for polyhedral do-
mains, we see in our case the presence of the terms ‖g̃− g̃h‖2Γh,l−1 and 12ν−2‖εp‖2Γh,l

coming from TL,h. In other words, for a polyhedral domain, we would have TL,h = 0
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and recover the estimates in [5]. We also observe that the estimate in Lemma 5.5 is
similar to the one obtained in Lemma 3.1, except that the right hand side involves
terms related to the interpolation operator instead of the source term and boundary
data. Similarly, we must bound the term that contains εp and proceed as in Lemma
3.2.

Lemma 5.6. If Assumption (A.3) holds, then ‖εp‖Dh
≤ 3
√

2βνMΘIL .
Proof. The proof of this lemma is very similar to that of Lemma 3.2. Since

εp ∈ L2
0(Dh), there exists β > 0 such that

(5.8) ‖εp‖Dh
≤ β sup

w∈H1
0(Dh)\{0}

(εp,∇ ·w)Dh

‖w‖H1(Dh)

.

On the other hand, similarly to the proof of Lemma 3.2, using (5.5e), we get

(εp,∇ ·w)Dh
= (νEL,∇w)Th

+ 〈τν(εu − εû),Pw − PMw〉∂Th
,(5.9)

for w ∈ H1
0(Dh). Using Cauchy-Schwarz inequality in this expression, combining

(5.8), (3.15), Lemma 5.5, trace inequality (3.8) and Assumption (A.4), the result
follows.

If Ω were polyhedral, this result reduces to the estimate of Proposition 3.4 in [5].

Step 4: Conclusion of the proof of Lemma 5.1. Gathering the bounds
obtained in Lemmas 5.5 and 5.6, we obtain the estimate stated in Lemma 5.1.

5.2. A duality argument. We recall ([5]) properties of the projection Πh that
will be used to obtain estimates for the velocity. Let (Φ,φ, φ) ∈ H1(Th)×H1(Th)×
H1(Th). Then, for all (G,v, q) ∈ Gh × V h × Ph,

(v,∇ · Φ)Th
= (v,∇ ·ΠΦ)Th

+ 〈v, (Φ−ΠΦ)n〉∂Th
,(5.10a)

(G,∇φ)Th
= −(∇ ·G,Πφ)Th

+ 〈Gn,φ〉∂Th
,(5.10b)

(q,∇ · φ)Th
= −(∇q,Πφ)Th

+ 〈qn,φ〉∂Th
,(5.10c)

(v,∇φ)Th
= (v,∇Πφ)Th

+ 〈v, (φ−Πφ)n〉∂Th
.(5.10d)

The main estimate of this section is the following.
Lemma 5.7. Let H(R, h) := h1/2(1 + τ) + R + R1/2 + h1/2τ1/2R + R3/2. If

Assumptions A and B hold, and h ≤ 1, then

‖εu‖Dh
. h1/2

(
H(R, h)ΘIL +Rν−1‖Ip‖Dh

+Rτ‖Iu‖Dh

)
.

We observe that, for a smooth solution, if τ and R are of order one, then ‖εu‖Dh
.

hk+3/2 since the interpolation errors are of order hk+1. In the case of a polyhedral
domain where Γh fits Γ, we would have R = 0, g̃ = g̃h. As a consequence, ‖εu‖Dh

would be of order hk+2 which agrees with the estimates in [5]. We now detail the
steps that construct the proof of Lemma 5.7.

Step 1: Estimate of the velocity. We first obtain an identity for the projection
of the error in the velocity by using a duality argument.

Lemma 5.8. Let Tu,h := 〈Ên,φ〉Γh
+ 〈εû, νΦn − φn〉Γh

and Pk−1 the L2-
projection over the space of piecewise polynomials of degree at most k − 1. Then,

(εu,θ)Th
= ν(Lh − L,ΠΦ− Φ)Th

− ν(IL,Φ− Pk−1Φ)Th
+ Tu,h.
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Proof. Proceeding as in the proof of Lemma 3.6 of [5], but keeping the boundary

terms since in our case they are not zero, we can write (εu,θ)Th
=
∑5
i=1 Ti, where

T1 := ν(Lh − L,ΠΦ− Φ)Th
, T2 := −ν(IL,Φ)Th

,

T3 := 〈εu − εû, ν(Φ−ΠΦ)n− (φ−Πφ)n+ τν(φ−Πφ)〉∂Th
,

T4 := 〈νELn− εpn− τν(εu − εû),φ〉∂Th
, T5 := 〈εû, νΦn− φn〉∂Th

.

By the property of the projection (5.1a), we have that T2 = −ν(IL,Φ−Pk−1Φ)Th
,

and by (5.1e) with µ = εu − εû, we have that T3 = 0. Moreover, using the error
equation (5.5e) we obtain that T4 = 〈Ên,φ〉Γh

. Finally, since νΦ − φI ∈ H(div,Ω)
and εû is single-valued, then T5 = 〈εû, νΦn− φn〉Γh

, which concludes the proof.
We point out that φ = 0 on Γ, but not in Γh. Thus, if Γ and Γh were the same (as

in the polyhedral case), then T4 would be zero. Moreover, for a polyhedral domain
Ω, T5 would also vanish thanks to (5.5e) since g̃ = g̃h, recovering the equality stated
in Lemma 3.6 of [5].

Step 2: A new expression for Tu,h. As we did previously with TL,h, we
proceed now to rewrite Tu,h in a suitable manner.

Lemma 5.9. We have that Tu,h =
∑10
i=1 Tiu,h, where

T1
u,h = −ν〈(g̃ − g̃h)/l,φ+ l∇φn〉Γh

, T2
u,h = ν〈g̃ − g̃h,∇φn− PM (∇φn)〉Γh

,

T3
u,h = −ν〈δIL ,φ〉Γh

, T4
u,h = −ν〈ILn,φ− PMφ〉Γh

, T5
u,h = −〈Ipn,PMφ〉Γh

,

T6
u,h = −ν〈PMτIu,φ〉Γh

, T7
u,h = −ν〈δEL ,φ〉Γh

, T8
u,h = −〈εpn,φ〉Γh

,

T9
u,h = −ν〈τ(εu − εû),φ〉Γh

, T10
u,h = −〈g̃ − g̃h,PM (φn)〉Γh

.

Proof. We recall (5.5g):

Ên = −ν
{

(g̃ − g̃h)/l + δIL + ILn+ δEL

}
− εpn− ντ(εu − εû).

Then, since εû = PM (g̃ − g̃h) on Γh, we obtain

Tu,h = 〈Ên,φ〉Γh
+ 〈εû, νΦn− φn〉Γh

= ν〈(g̃ − g̃h)/l, lPM (Φn)− φ〉Γh
− ν〈δIL ,φ〉Γh

− ν〈ILn,φ〉Γh

−ν〈δEL ,φ〉Γh
− 〈εpn,φ〉Γh

− ν〈τ(εu − εû),φ〉Γh
− 〈g̃ − g̃h,PM (φn)〉Γh

.

Using the first equation of the dual problem (4.1a), adding and subtracting l∇φn,

ν〈(g̃ − g̃h)/l, lPM (Φn)− φ〉Γh
= −ν〈(g̃ − g̃h)/l, l∇φn+ φ〉Γh

+ν〈g̃ − g̃h,∇φn− PM (∇φn)〉Γh
.

On the other hand, adding and subtracting PMφ, and using equation (5.1e), we get
ν〈ILn,φ〉Γh

= ν〈ILn,φ − PMφ〉Γh
+ 〈Ipn,PMφ〉Γh

+ ν〈τIu,PMφ〉Γh
. The result

follows by gathering the above equalities.

Step 3: Estimate of Tu,h. In order to obtain the estimate of Tu,h, we need the
following lemma, which provides bounds related to the solution of the dual problem
(4.1a)-(4.1d) that will be used later.

Lemma 5.10. Suppose that the elliptic regularity inequality (4.2) holds. Then

ν‖φ− PMφ‖Γh,(h⊥)−1 . h‖θ‖Ω, ν‖∇φn− PM (∇φn)‖Γh,l . hR‖θ‖Ω,

ν‖φ+ l∇φn‖Γh,l−3 . ‖θ‖Ω, ν‖φ‖Γh,l−2 . ‖θ‖Ω, ‖φn‖Γh,l . h1/2R1/2‖θ‖Ω.
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Proof. The first four estimates follow by applying Lemma 5.5 of [8] to each
component of a tensor- or a vector-valued function. For the last one, we observe that

for e ∈ E∂h,
∑

e∈E∂
h

‖φn‖2e,l ≤
∑

e∈E∂
h

reh
⊥
e ‖φ‖2e . h‖φ‖2Γh

max
e∈E∂

h

re. Now, since φ ∈ H1(Ω),

by trace inequality we have that ‖φ‖Γh
. ‖φ‖Dh

≤ ‖φ‖Ω, and the result follows.
We are now ready to obtain the estimate of Tu,h.
Lemma 5.11. We have that

|Tu,h| . h1/2

{
(R3/2 + h1/2 +R+R1/2 + h1/2τ1/2R)ΘIL

+Rν−1‖Ip‖Dh
+Rτ‖Iu‖Dh

}
‖θ‖Ω.

Proof. By Lemma 5.9, we know that Tu,h =
∑10
i=1 Tiu,h. We first apply the

Cauchy-Schwarz inequality to each term Tiu,h. The result follows from estimate in

(3.7), Lemma 5.10, Assumptions A, the fact that ‖Ipn‖Γh,l2 ≤ Rh1/2‖Ipn‖Γh,h⊥ , the
interpolation properties (5.2c) and Lemma 5.1 .

Step 4: Proof of Lemma 5.7. From Lemma 5.8, we have

(εu,θ)Th
≤ ‖Lh − L‖Dh

‖νΠΦ− νΦ‖Dh
+ ‖IL‖Dh

‖νΦ− νPk−1Φ‖Dh
+ |Tu,h|.

According to the regularity Assumption B, (5.2a) implies that ‖νΠΦ− νΦ‖Dh
.

h(1 + τh)‖θ‖Ω. Also, by the approximation properties of the L2-projection, we have
‖νΦ− νPk−1Φ‖Dh

. h‖θ‖Ω. We recall we are considering k ≥ 1. Hence,

(εu,θ)Th
. h(1 + τh)

(
‖EL‖Dh

+ ‖IL‖Dh

)
‖θ‖Ω + |Tu,h|.

Thus, using the estimate for |Tu,h| from Lemma 5.11, recalling that ‖EL‖Dh
≤ ΘIL

from Lemma 5.1, dividing by ‖θ‖Ω, θ 6= 0, and considering the supremum over θ, we
obtain the result.

5.3. Conclusion of the proof of Theorem 4.1. First of all, adding and sub-
tracting ΠL and Πp̃, using the triangle inequality, Lemma 5.1 and recalling the defi-
nition of ΘIL in (5.3), we get

‖L− Lh‖Dh
+ ‖g̃ − g̃h‖Γh,l−1 + ν−1‖p̃− p̃h‖Dh

. ΘIL + ν−1‖Ip‖Dh
.

Moreover, if Assumption B holds, by adding and subtracting Πu, using triangle
inequality and Lemma 5.7, we obtain

‖u− uh‖Dh
. h1/2

(
H(R, h)ΘIL +Rν−1‖Ip‖Dh

+Rτ‖Iu‖Dh

)
+ ‖Iu‖Dh

.

Lemma 3.7 in [5] states that ‖εû‖h . h‖IL‖Dh
+ h‖EL‖Dh

+ ‖εu‖Dh
which, together

with Lemmas 5.1 and 5.7, implies

‖PMu− ûh‖h . h1/2
(
(h1/2 +H(R, h))ΘIL +Rν−1‖Ip‖Dh

+Rτ‖Iu‖Dh

)
.

The error estimate ‖u−u∗h‖Dh
≤ ‖εu‖Dh

+Ch‖L−Lh‖Dh
+Chk+2|L|Hk+1(Ω) can

be found in [6] and, from Lemma 5.7, follows that

‖u− u∗h‖Dh
. h1/2

(
H(R, h)ΘIL +Rν−1‖Ip‖Dh

+Rτ‖Iu‖Dh

)

+h‖L− Lh‖Dh
+ hk+2|L|Hk+1(Ω).

Finally, according to assumption (D.4), we have R ≤ Ch ≤ C, which implies that
H(R, h) . 1 + τ + τ1/2 and the estimates stated in Theorem 4.1 follow.
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6. Approximation in Dch and recovering ph. In this section we provide a
way to extend the solution (Lh,uh, p̃h) of (3.3) to the non-meshed region Dch in the
two-dimensional case. The case of three dimensions can be treated similarly. In
addition, since the scheme (3.3) provides an approximation of p̃h, here we will explain
a procedure to recover ph. To that end, we write Dch as the union of disjoint regions.
More precisely, let e ∈ E∂h that belongs to Ke ∈ Th. For j ∈ {1, 2}, we denote by yj ,
the j-th vertex of e and by yj its closest point in Γ. We remark that the closest point
is unique if we assume

(D.6) the mesh in fine enough and Γ is C2.

We define K̃e
ext as the region enclosed by Γ, e and the transferring segments

associated to y1 and y2, as Fig. 2 shows.

e

Γ

y1 y2

ȳ1

ȳ2

K̃e
ext

Fig. 2: Example of region K̃e
ext.

Now, the polynomials Lh|Ke and p̃h|Ke are extrapolated from Ke to K̃e
ext and

they constitute an approximation of L and p̃ in K̃e
ext. We can also approximate u

in K̃e
ext by extrapolating uh|Ke , however we construct a better approximation based

on the fact that L is the gradient of u. Let y ∈ K̃e
ext and y its closest point in Γ.

Let x ∈ e be the intersection between e and the line determined by y and y. Then,
denoting by t(x) the unit tangent vector of the segment joining x and x, we can write
y = x + ηt(x) and ȳ := x + η̄t(x), for some η and η̄ positive. Thus, based on the
procedure to obtain (2.1), we integrate L = ∇u along the segment connecting y and
ȳ, and propose the following approximation of the velocity in y,

(6.1) uh(y) := g(ȳ)−
∫ η̄

η

Lh(y + t(x)s )t(x) ds.

On the other hand, since 0 =

∫

Ω

p = |Ω| pDh +

∫

Dc
h

p̃, we suggest the following

approximation

(6.2) pDh ≈ phDh := − 1

|Ω|

∫

Dc
h

p̃h,

thereby

ph := ph
Dh + p̃h(6.3)

is an approximation of p. In the Appendix we explain how to approximate an integral
over Dch.

Thus, we have defined approximations of L, p̃ and u in Dch =
⋃

e∈E∂
h

K̃e
ext. Even

though the variables Lh, p̃h and uh denote the approximations delivered by the HDG
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method in Dh, we use the same notation to represent the approximations in Dch pro-
posed in this section.

Finally, from Lemmas 3.7 and 3.8 in [8], it can be obtained that

‖L− Lh‖Dc
h
. ‖IL‖Dh

+ ‖EL‖Dh
+ hk+1|L|Hk+1(Ω),(6.4a)

‖u− uh‖Dc
h
. h‖L− Lh‖Dc

h
and(6.4b)

‖p̃− p̃h‖Dc
h
.
(
‖Ip‖Dh

+ ‖εp‖Dh

)
+ hk+1|p̃|Hk+1(Dh).(6.4c)

Actually the estimates of Lemmas 3.7 and 3.8 in [8] were obtained based on a different
projection of a point into Γ. However, if the closest projection is considered instead,
the same results hold under minor modifications in the proofs.

Theorem 6.1. Suppose assumptions of Theorem 4.1 hold, then

‖L− Lh‖Dc
h
. Creg h

k+1,(6.5a)

‖u− uh‖Dc
h
. h‖L− Lh‖Dc

h
,(6.5b)

‖p− ph‖Dh
. hk+1 max

{
1, (τh)1/2

}(
Creg + |p̃|Hk+1(Ω)

)
and(6.5c)

‖p− ph‖Dc
h
. hk+1 max

{
1, (τh)1/2

}(
Creg + |p̃|Hk+1(Ω)

)
,(6.5d)

where we recall that Creg has been defined in Theorem 4.1.
Proof.
The first two inequalities are obtained from (6.4), Lemma 5.1, estimates in (6.4)

and the approximation properties (5.2). Now, by (3.1) and (6.3), we have that

‖p− ph‖Dh
≤ ‖p̃− p̃h‖Dh

+ ‖pDh − phDh‖Dh

≤ ‖p̃− p̃h‖Dh
+ |Dh||Ω|−1‖p̃− p̃h‖Dc

h
.

This inequality, together with Theorem 4.1 and (6.4c) imply (6.5c).
Similarly ‖p− ph‖Dc

h
≤ ‖p̃− p̃h‖Dc

h
+ |Dch||Ω|−1‖p̃− p̃h‖Dc

h
and (6.5d) follows from

(6.4c).
We remark that, if the solution of the problem is smooth enough, these estimates

indicate that the L2-norm of the error for Lh and ph converge with optimal order
hk+1 also in the region Dch. Moreover, uh converges with order hk+2. This additional
power of h is due to the the fact that in (6.1) the length of the integration segment is
of order h.

7. Numerical results. In this section we present two-dimensional numerical
experiments to validate the theoretical orders of convergence of the approximations
provided by the HDG method. For ν = 1 and τ ≡ 1, we compute ep := ‖p − ph‖Ω,

eu := ‖u − uh‖Ω, eL := ‖L − Lh‖Ω, eû :=
(∑

K∈Dh
hK‖PMu − ûh‖∂K

)1/2
and

eu∗ :=
(
‖u − u∗h‖2Dh

+ ‖u − uh‖2Dc
h

)1/2
. In addition, for each variable, we calculate

the experimental order of convergence e.o.c. = −2
log
(
eT1/eT2

)

log(NT1/NT2)
, where eT1

and eT2

are the errors associated to the corresponding variable considering two consecutive
meshes with NT1

and NT2
elements, respectively.

7.1. Example 1: dist(Γh,Γ) of order h2. In this first example, we consider
the annular domain Ω = {(x, y) ∈ R2 : 0.52 < x2 + y2 < 22}. The computational
boundary Γh is constructed by interpolating ∂Ω by a piecewise linear function and
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Dh is the domain enclosed by Γh. In this case all the assumptions are satisfied, except
(D.3) because the domain is not convex. However, if we assume that the PDE is also
valid in the Dh ∩ Ωc, under minor modification our analysis is also valid.

The source term f and boundary data g are such that the exact solution is

p(x, y) = sin(x) sin(y), u(x, y) =

[
sin(x) sin(y)
cos(x) cos(y)

]
.

In Table ?? we observe optimal convergence rate for all the variables as Theorems
4.1 and 6.1 predict, i.e., order of hk+1 for the errors of ep, eu and eL; and supercon-
vergence with order hk+2 for the numerical trace of the velocity and post-processed
solution. Moreover, in Fig. 3 we display the approximation of the second component
of u for k = 1 and 2 obtained with meshes of sizes N = 150 and 2396 elements (first
column).

k N ep order eu order eL order eû order eu∗ order

1 150 1.83e-02 − 2.01e-02 − 3.76e-02 − 7.68e-03 − 3.21e-03 −
608 4.38e-03 2.04 5.10e-03 1.96 8.92e-03 2.06 1.04e-03 2.86 4.20e-04 2.91

2396 1.05e-03 2.08 1.29e-03 2.00 2.23e-03 2.02 1.34e-04 2.99 5.51e-05 2.96

5842 4.19e-04 2.07 5.32e-04 1.99 8.84e-04 2.07 3.35e-05 3.10 1.39e-05 3.10

15480 1.57e-04 2.01 2.02e-04 1.98 3.35e-04 1.99 7.98e-06 2.94 3.28e-06 2.96

2 150 1.29e-03 − 1.35e-03 − 1.99e-03 − 2.79e-04 − 1.48e-04 −
608 1.43e-04 3.14 1.62e-04 3.04 2.43e-04 3.00 1.75e-05 3.95 9.49e-06 3.93

2396 1.70e-05 3.11 2.07e-05 3.00 3.02e-05 3.04 1.18e-06 3.93 6.05e-07 4.01

5842 4.33e-06 3.07 5.44e-06 2.99 7.74e-06 3.06 1.99e-07 3.99 1.01e-07 4.01

15480 1.01e-06 2.98 1.29e-06 2.96 1.82e-06 2.97 2.97e-08 3.91 1.49e-08 3.93

3 150 4.49e-05 − 5.54e-05 − 1.10e-04 − 9.42e-06 − 4.58e-06 −
608 2.94e-06 3.90 3.80e-06 3.83 6.45e-06 4.05 3.19e-07 4.84 1.50e-07 4.88

2396 1.81e-07 4.06 2.40e-07 4.03 3.99e-07 4.06 9.85e-09 5.07 5.08e-09 4.94

5842 2.93e-08 4.09 3.98e-08 4.03 6.46e-08 4.08 1.05e-09 5.03 5.42e-10 5.02

15480 4.27e-09 3.95 5.83e-09 3.94 9.48e-09 3.94 9.75e-11 4.87 5.01e-11 4.89

Table 1: History of convergence of Example 1.

7.2. Example 2: dist(Γh,Γ) of order h. We consider Ω := {(x, y) ∈ R2
+ :

1.4 <
√
x2 + y2 < 2} and the exact solution

p(x, y) = ex
2+y2 − (e22

− e1.42

)/(22 − 1.42), u(x, y) =

[
sin(3x)ey

−3 cos(3x)ey

]
.

The computational Dh is set in such a way that re = 1 for all e ∈ Γh \ {(x, y) :
x = 0 ∨ y = 0} as seen in Fig. 4.

Table 2 shows optimal rate of convergence for the error all variables in Ω, that
is, order k + 1 for the errors of the pressure p, the velocity u and the gradient of the
velocity L. In addition, the rate of convergence of the errors eû and eu∗ seems to be
slightly larger than the order k + 3/2 predicted by Theorem 4.1.
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Fig. 3: Approximation of the first component of u in Example 1. Columns: N = 150
and 2396. Rows: Polynomial of degree k = 1 and 2.

Fig. 4: Domain Ω (red solid line) and Dh in Example 2. Transferring paths (blue solid
lines) associated to the quadrature points when k = 1.

7.3. Example 3: Other choice of transferring paths. In this last set of
examples, we explore the capabilities of the method in a more general setting where
some of the assumption are not necessarily satisfied. We consider a kidney-shaped
domain whose boundary satisfies the equation (2[(x+ 0.5)2 + y2]− x− 0.5)2 − [(x+
0.5)2 + y2] + 0.1 = 0 and a triangulation of a background domain B such that Ω ⊂ B.
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k N ep order eu order eL order eû order eu∗ order

1 180 2.35e+00 − 1.13e-01 − 2.29e+00 − 1.96e-01 − 5.46e-02 −
868 4.20e-01 2.19 2.05e-02 2.17 2.79e-01 2.67 2.62e-02 2.55 7.76e-03 2.48

3780 9.37e-02 2.04 4.95e-03 1.93 6.90e-02 1.90 3.86e-03 2.61 1.15e-03 2.60

15748 2.16e-02 2.06 1.24e-03 1.95 1.72e-02 1.95 5.35e-04 2.77 1.61e-04 2.76

64260 5.05e-03 2.07 3.10e-04 1.96 4.23e-03 1.99 7.18e-05 2.86 2.18e-05 2.85

2 180 1.95e-01 − 5.49e-03 − 7.69e-02 − 1.22e-02 − 3.66e-03 −
868 2.14e-02 2.81 4.76e-04 3.11 9.84e-03 2.61 1.03e-03 3.14 3.09e-04 3.14

3780 2.28e-03 3.04 4.78e-05 3.13 1.22e-03 2.83 7.56e-05 3.55 2.28e-05 3.54

15748 2.48e-04 3.11 5.45e-06 3.04 1.52e-04 2.92 5.20e-06 3.75 1.58e-06 3.74

64260 2.76e-05 3.13 6.65e-07 2.99 1.87e-05 2.98 3.47e-07 3.85 1.06e-07 3.85

3 180 4.74e-02 − 1.77e-03 − 4.85e-02 − 3.17e-03 − 9.36e-04 −
868 1.31e-03 4.57 2.02e-05 5.69 5.54e-04 5.69 5.75e-05 5.10 1.72e-05 5.08

3780 6.97e-05 3.98 7.68e-07 4.45 3.51e-05 3.75 2.11e-06 4.50 6.34e-07 4.49

15748 3.79e-06 4.08 3.20e-08 4.45 2.21e-06 3.87 7.28e-08 4.72 2.21e-08 4.70

Table 2: History of convergence of Example 2. Errors measured in the Computational
domain Dh.

We set Dh as the union of all the elements inside Ω, as it is shown in Fig. 5 (most-left).
In this case, the family of transferring paths is constructed by the procedure in Section
2.4.1 of [9]. We point out that now the tangent vector associated to a transferring
path is not, in general, normal to a boundary edge. An example is depicted in Fig.
5. In this case, instead of (2.2), for x in a boundary vertex e, we set

(7.1) g̃h(x) := g(x̄)−
∫ l(x)

0

Lh(x+ t(x)s )t(x) ds,

where t(x) is the unit vector joining x and x̄.

Fig. 5: Left: Example of a domain Ω (kidney-shaped), background domain (square)
and polygonal subdomain (gray). Middle: transferring paths (segments with starting
and ending points marked with ◦) associated to boundary vertices. Right: transferring
paths associated to two points on each boundary edge.

In all the simulations the source term f and boundary data g are such that the
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exact solution is

p(x, y) = sin(x2 + y2)− cΩ and u(x, y) =

[
sin(x) sin(y)
cos(x) cos(y)

]
,

where cΩ :=
1

|Ω|

∫

Ω

sin(x2 + y2) dx dy was computed numerically considering a ex-

tremely fine triangulation that fits the domain.

7.3.1. h-convergence. In Table 3 we observe, for k = 1, convergence of order
k+ 1 for the errors in p, u and L; and order k+ 2 for the errors of the numerical trace
and post-processed solution. This agrees with the estimates provided in Theorems 4.1
and 6.1. We recall that Theorem 6.1 predicts an order h+3/2 for the numerical trace
and post-processed solution, but for an HDG method in polyhedral domains the order
of convergence is k + 2 for these variables. For the case k = 2, the convergence rate
deteriorates in the fourth mesh, but then the optimal order seems to be recovered.
When k = 3, optimal rates are also observed. In the last mesh eu∗ and eû seem to
be affected by round-off errors. On the other hand, Fig.6 shows the approximation of
the first component of the tensor L obtained with k = 2 and 712 elements. Here we
display the computational domain, the approximations in Dh and Dch, and the two of
them together in Ω.

7.4. k-convergence and condition number. Even though our estimates pro-
vide convergence with respect to the meshsize h, we numerically explore the perfor-
mance of the method when the polynomial degree increases, since the constants in
Assumptions A depend on k. Fig. 7 (left) shows the behavior of the log of errors for
a fixed mesh with 154 elements. We observe that they linearly decrease for k = 1, 2,
3 and 4. For k = 5 they deteriorate but decrease again for k = 6.

On the other hand, we denote by κ the condition number of the global matrix.
For comparison purpose, let κpoly the condition number of the global matrix where
the boundary data on Γh is being imposed exactly (we can do this since in this
example we know the exact solution). We define the ratios rκ := κ/((k+ 1)2h−2) and
rκpoly := κpoly/((k+1)2h−2). We observe in Fig. 7 (right) that rpoly remains constant,

which means it behaves like a constant times (k + 1)2h−2. However, rκ increases
with k. This fact shows one of the limitations of our method which has been also
observed in the Poisson problem [8]. Developing efficient preconditioners is subject of
future work. Meanwhile, we solve the system using UMFPACK [12], which is an LU
factorization for sparse matrices that is a built-in function in Matlab.

8. Conclusions. We have proposed and analyzed a high order HDG method for
the Stokes equations in a curved domain Ω approximated by a polyhedral subdomain.
We showed that if Assumptions A are satisfied, the method is well-posed and provides
order of convergence k + 1 for the pressure, the velocity and its gradient; and order
k + 3/2 for the numerical trace of the velocity and for the element-by-element post-
processed velocity. We have also provided numerical evidence validating the error
estimates and showing that the method performs optimally even if Assumption A can
not be totally guaranteed. One of the advantages of our approach is that the mesh
does not need to fit the domain which is convenient for complicated geometries or
evolving boundary. In addition, it can be easily coupled to an standard HDG code
for polygonal domains and handling the curved boundary reduces to compute line
integrals of locally extrapolated polynomials. On the other hand, we think the main
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Fig. 6: Approximation of the first component of L in Example 3 for k = 2 and 712
elements.

k N ep order eu order eL order eu∗ order eû order

1 28 1.82e−02 − 1.24e−03 − 1.10e−02 − 2.20e−03 − 3.10e−03 −
154 2.78e−03 2.21 2.77e−04 1.75 1.97e−03 2.01 1.83e−03 0.22 3.74e−04 2.48

712 8.09e−04 1.61 8.35e−05 1.57 4.77e−04 1.85 3.14e−05 5.31 6.71e−05 2.24

3054 1.41e−04 2.40 2.06e−05 1.92 1.29e−04 1.80 3.24e−06 3.12 7.54e−06 3.00

12579 3.44e−05 1.99 5.12e−06 1.97 3.31e−05 1.92 3.51e−07 3.14 8.55e−07 3.08

50877 8.39e−06 2.02 1.28e−06 1.99 8.20e−06 2.00 4.43e−08 2.96 1.09e−07 2.95

2 28 2.21e−03 − 6.20e−05 − 7.75e−04 − 9.84e−05 − 1.18e−04 −
154 2.25e−04 2.68 7.40e−06 2.49 1.03e−04 2.37 1.21e−05 2.46 2.20e−05 1.97

712 2.84e−05 2.70 6.18e−07 3.24 1.73e−05 2.33 8.27e−07 3.50 1.73e−06 3.32

3054 1.88e−05 0.57 1.88e−07 1.63 1.15e−05 0.56 2.38e−07 1.71 5.31e−07 1.62

12579 8.11e−08 7.69 4.66e−09 5.23 6.97e−08 7.22 7.68e−10 8.11 1.85e−09 8.00

50877 8.43e−09 3.24 5.82e−10 2.98 7.61e−09 3.17 4.60e−11 4.03 1.12e−10 4.01

3 28 1.33e−02 − 4.74e−04 − 5.33e−03 − 8.67e−04 − 1.06e−03 −
154 2.06e−05 7.59 5.62e−07 7.90 1.13e−05 7.22 8.40e−07 8.14 1.43e−06 7.75

712 9.09e−07 4.08 1.50e−08 4.73 5.43e−07 3.97 2.00e−08 4.88 4.04e−08 4.66

3054 2.53e−08 4.92 3.05e−10 5.35 1.47e−08 4.95 2.98e−10 5.78 6.65e−10 5.64

12579 1.40e−09 4.10 1.53e−11 4.23 1.13e−09 3.63 1.23e−11 4.51 3.00e−11 4.38

50877 8.13e−11 4.07 1.36e−12 3.47 6.43e−11 4.10 1.46e−12 3.04 3.53e−12 3.06

Table 3: History of convergence of Example 3.

limitation is the bad conditioning of the linear system when the polynomial degree
increases. The development of a suitable preconditioner is subject of future work.
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Fig. 7: Left: Errors eL (◦), eu (+) and ep (*) versus k = 0, ..., 6 in semi-log scale, for
154 elements. Right: Ratios rκ (dashed line) and rκpoly (solid line) in semi-log scale
for 28 (◦) and 154 (*) elements.

Appendix A. HDG implementation. The HDG method (3.3) can be im-
plemented similarly to the standard HDG method for polygonal domains [23]. The
boundary data g̃h defined in (2.2) produces a slight modification in the global sys-
tem, as we will see. We first construct the local matrices associated to an element
K ∈ Th and the boundary data will be imposed after the global matrix is assem-
bled. To fix ideas we briefly describe the two dimensional case. Let K ∈ Th with
edges e1, e2 and e3, NL = dim(Pk(K)), Nu = dim(Pk(K)), Np = dim(Pk(K)) and

Nû = dim(Pk(e1)) = dim(Pk(e2)) = dim(Pk(e3)). Let {Ψj}NL
j=1, {ψj}

Nu
j=1, {ψj}

Np

j=1

and {ξelj }
Nû
j=1 (l = 1, 2 and 3) the basis function of Pk(K), Pk(K), Pk(K) and

Pk(el), respectively. In our numerical experiments we considered Dubiner basis [18]
for the polynomial spaces in K and Legendre basis for the polynomial space on the
edges. We write now the unknowns restricted to K as linear combination of the basis

functions, i.e., Lh|K =
∑NL

j=1 α
K
j Ψj , uh|K =

∑Nu

j=1 β
K
j ψj , p̃h|K =

∑Np

j=1 γ
K
j ψj and

ûh|el =
∑Nû

j=1 λ
el
j ξ

el
j . We decompose p̃h|K = ph

K + ρh, where ph
K ∈ P0(K) and

ρh ∈ Pk(K)∩L2
0(K). Since Dubiner basis are orthogonal on K and ψ1 is a constant,

then ρh =
∑Np

j=2 γ
K
j ψj . Thus, the system associated to (3.3a)-(3.3c) is of the form

AK



αK

βK

γK


 = EK



λe1

λe2

λe3


+ FK , where AK ∈ RNT×NT ,EK ∈ RNT×3Nû ,(A.1)

FK ∈ RNT and NT := NL + Nu + Np. On the other hand, the local contribution of
the global equation (3.3g) can be written in the following matrix form

BK



αK

βK

γK


−HKph

K = ΛK



λe1

λe2

λe3


 , where BK ∈ R3Nû×NT ,HK ∈ R3Nû(A.2)

and ΛK ∈ R3Nû×3Nû . Since the matrix on the left hand side of (A.1) is invertible, we
express the unknowns αK , βK and γK in terms of λel and substitute them in (A.2)
to obtain a local system of the form

MK



λe1

λe2

λe3


+ HKph

K = bK , where MK ∈ RNû×Nû and bK ∈ RNû .(A.3)
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Now, let Ne and NK be the number of edges and elements of the triangulation.
We denote by λl (l = 1, ... , Ne) the global unknowns associated to the l-th edge. We

define the global vectors λ = [(λ1)t, ..., (λNe)t]t and σ = [pK1

h , ..., p
KNK

h ]t. Thus, once
the above local matrices are computed, we assembly on the edges of the triangulation
and obtain the global system of the form

[
M H

] [λ
σ

]
= b, where M ∈ R(NeNû)×(NeNû),H ∈ R(NeNû)×NK(A.4)

and b ∈ R(NeNû). In addition, equation (3.3f) can be written as [|K1| ... |KNK
|]σ =

0, which, together with (A.4) and the boundary condition, fully determines λ and σ.
We proceed now to impose the boundary condition. Let e ∈ E∂h and Ke the

triangle where it belongs. We assume that the only boundary edge of K is e and
denote by e1 and e2 the other two edges. If K had two boundary edges the procedure
is analogous. From (3.3d) and (7.1) we have that

Λeλe = bg − JeαK
e

,

where

bg :=

{∫

e

∫ l(x)

0

g(x̄(x)) · ξei (x) ds dx

}Nû

i=1

and

Je :=

{∫

e

∫ l(x)

0

Ψj(x+ st(x))t(x) · ξei (x) ds dx

}Nû

i=1

.

Here, we see how the basis functions Ψj (defined in K) are being evaluated (extrap-
olated) along the path x + st(x). From (A.1) we write αK in terms of λe1 , λe2 and

λe, say αK = K



λe1

λe2

λe


+ r, and obtain the system

[[
ΘNû×3Nû

ΘNû×3Nû
Λe
]

+ JeK
]


λe1

λe2

λe


 = bg − Jer.(A.5)

Finally, we substitute the rows in (A.4) associated to the global degrees of freedom of
the edge e by the equations in (A.5). This resulting global system is not symmetric
(unless Je = Θ). If Ω were polygonal, then Je = Θ and the (A.5) becomes Λeλe = bg

which is one of the ways to impose Dirichlet boundary conditions.

Appendix B. Integration over curved regions. In order to compute the
approximation ph

Dh and errors in Dch, integrals over K̃e
ext must be calculated. We

write K̃e
ext as a union of three disjoint regions T1, T2 and S as Fig. 8 shows. The

same quadrature rules considered in the calculation of the local matrices of the method
are used now in the triangles T1 and T2. Now, let eS and ΓS denote the straight and
curved part of the boundary of S, resp. For a point x in Γh, we construct σnS

(x),
where nS is the unit normal of eS pointing to ΓS . Thus, for a smooth enough function
q defined on S, we approximate

∫

S

q(x)dx =

∫

eS

∫ l(x)

0

q(x+ tnS)nS dt dx
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Fig. 8: Examples of K̃e
ext divided in triangles T1 and T2, and a region S (dashed area).

using one-dimensional quadrature on both integrals.
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