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A SUPERCONVERGENT HDG METHOD FOR THE MAXWELL EQUATIONS

HUANGXIN CHEN, WEIFENG QIU, KE SHI, AND MANUEL SOLANO

ABSTRACT. We present and analyze a new hybridizable discontinuous Galerkin (HDG) method for the
steady state Maxwell equations. In order to make the problem well-posed, a condition of divergence is
imposed on the electric field. Then a Lagrange multiplier p is introduced, and the problem becomes the
solution of a mixed curl-curl formulation of the Maxwell’s problem. We use polynomials of degree k + 1, k,
k to approximate u, V X u and p respectively. In contrast, we only use a non-trivial subspace of polynomials
of degree k + 1 to approximate the numerical tangential trace of the electric field and polynomials of degree
k+ 1 to approximate the numerical trace of the Lagrange multiplier on the faces. On the simplicial meshes,
a special choice of the stabilization parameters is applied, and the HDG system is shown to be well-posed.
Moreover, we show that the convergence rates for u and V X u are independent of the Lagrange multiplier
p. If we assume the dual operator of the Maxwell equation on the domain has adequate regularity, we
show that the convergence rate for u is O(h*12). From the point of view of degrees of freedom of the
globally coupled unknown: numerical trace, this HDG method achieves superconvergence for the electric
field without postprocessing. Finally, we show that on general polyhedral elements, by a particular choice
of the stabilization parameters again, the HDG system is also well-posed and the superconvergence of the
HDG method is derived.

1. INTRODUCTION

In this paper, we consider the Maxwell equations of the following form:

(1.1a) Vx(Vxu)+Vp=f in €,
(1.1b) V-u=0 in Q,
(1.1c) uxn=g on 012,
(1.1d) p=0 on 012,

where Q is a simply connected polyhedral domain in R? and the unknowns are u and p. Here fis the source
term and g is given on ). The above Maxwell’s problem follows from finding an approximation of the
following problem within a three dimensional domain:

Vx(Vxu)=f V-u=0, uxnlpg=g

For simplicity, we use divergence free condition of the electric field. Actually, we can also assume V - u =
o € L*(Q) and o is nonzero. In order to have a better control on the divergence of the electric field u, a
Lagrange multiplier p is introduced (cf. [2, 3, 15]), and we consider a generalized mixed formulation (1.1).
It is not necessary to require that the source term fis divergence free. Actually, the Lagrange multiplier p
accommodates the possible non-zero divergence of f. Obviously, p = 0 if fis divergence free.

Various numerical methods have been studied to solve the Maxwell’s problem in the literature which
include H (curl, ©)-conforming edge element methods [16, 17, 9, 14, 24], discontinuous Galerkin (DG) methods
[19, 20, 5, 11, 12, 4, 18, 10, 7], interior penalty method with C? finite element [3] and weak Galerkin FEM
method [15]. The DG methods have several attractive features which include the capabilities to handle
complex geometries, to provide high-order accurate solutions, etc. For instance, the mixed DG formulation
for the problem (1.1) was proposed and analyzed. However, the dimension of the standard approximation DG
space is much larger than the dimension of the corresponding conforming space. Hybridizable discontinuous
Galerkin (HDG) methods [6] were recently introduced to address this issue. The HDG methods retain the
advantages of standard DG methods, and the resulting system is only due to the unknowns on the skeleton
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of the mesh. The HDG methods were introduced in [18] for the numerical solution of the time-harmonic
Maxwell problem. Compared to the IPDG method for the Maxwell equations in [11, 12, 7], the HDG methods
have less globally coupled unknowns.

In order to apply HDG method, as usual, we first write the Maxwell equations (1.1) into a system of first
order equations. To this end, we introduce a new unknown w = V x u. Now we can write the Maxwell
equations (1.1) in a mixed curl-curl formulation as follows:

(1.2a) Vxu=w in{,
(1.2b) VXxw+Vp=Ff in ,
(1.2¢) V-u=0 in Q,
(1.2d) uxn=g on 01,
(1.2e) p=0 on 09.

The objective of this paper is to develop a new HDG method which is absolutely well-posed for the above
mixed curl-curl formulation (1.2). By an appropriate choice of numerical trace of the electric field on the
faces, we prove the well-posedness of the HDG system and analyze its convergence property. The enhanced
space for the primary variable of numerical trace was first introduced in [13] for diffusion problem which
numerically showed that the methods provide optimal order of convergence for all unknowns. Recently, the
authors in [21, 22, 23] applied this approach for linear elasticity problems, convection-diffusion problems
and incompressible Navier-Stokes equations and gave the rigorous analysis. In this paper, we extend this
approach to the Maxwell equations with two new HDG methods. We notice that the curl operator contains
a non-trivial kernel space, which will be considered in designing the enhanced space for numerical trace of
electric field on faces. We first present a HDG scheme based on simplicial mesh, the polynomials of degree
k+1, k, k (k > 0) are used to approximate u, V x u and p respectively. An enhanced subspace of polynomials
of degree k + 1 is used to approximate the numerical trace of the electric field on the faces and polynomials
of degree k + 1 are used to approximate the numerical trace of the Lagrange multiplier on the faces. By
carefully designing the numerical flux, we obtain optimal convergence for the discrete H (curl)-norm error
and discrete H (div)-norm error in electric field u, and the L?>-norm error in w. The duality argument is
applied to derive the optimal convergence for the L?-norm error in the electric field. In addition, thanks to
the specially chosen stabilization parameters, we can obtain globally divergence free approximation for u and
the errors for u and w are independent of the Lagrange multiplier p. Up to our best knowledge, this is the
first error estimate for the mixed curl-curl formulation of the Maxwell’s problem (1.1) to be independent of
the Lagrange multiplier p. Furthermore, we consider a modified scheme by adding an additional stabilization
term in the flux so that the method can maintain all convergence results mentioned above. Similar as our
work in [21, 22, 23], the analysis is valid for general polyhedral meshes. Nevertheless, the errors do depend
on the regularity of the pseudo variable p. Finally it is worth to mention that both methods are hybridizable
in the sense that the global unknowns are the numerical traces. From the point of view of global degrees
of freedom, this HDG method provides optimal convergent approximations to the electric field and achieves
superconvergence for the electric field without postprocessing.

The rest of paper is organized as follows. In Section 2, we introduce our HDG method for the problem
(1.2) and illustrate the well-posedness of both methods. In Section 3, we present the adjoint problem and
give the main a priori error estimates. The detailed proof of the main results is provided in Section 4 which
includes both cases for the HDG schemes on simplicial mesh and general polyhedral mesh.

2. PRELIMINARIES AND THE HDG METHOD

In this section we will present the detail formulation for both methods. From now on we use HDG; to
denote the first method (on simplicial mesh) and HDG,, to denote the second method (on general polyhedral
mesh). To define the HDG, methods, we consider conforming triangulation 7, of  made of shape-regular
simplicial elements. We denote by &, the set of all faces F' of all elements K € Tp, and set 97, := {0K :
K € Tp}. For scalar-valued functions ¢ and v, we write

(B 0)7, = Y (6 )k, (D )or == Y (6 ¥)ox-

KeTh KeTn
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Here (-,-)p denotes the integral over the domain D C RY, and (-,-)p denotes the integral over D C R4~
For vector-valued and matrix-valued functions, a similar notation is taken. For example, for vector-valued
functions, we write (¢, %)z, = > (¢:,¥;)7,. Finally, for a vector-valued function ¢, on any interface
F € &, we use ¢", @' to denote the normal and tangential components of ¢ respectively. Throughout the
paper we use the standard notations and definitions for Sobolev spaces (see, e.g., Adams [1]).

Like all other HDG schemes, to define the HDG method for the problem, we need to introduce some new
unknowns called numerical traces on the skeleton of the mesh, &,. In the case of Maxwell’s equations (1.2), we
need to impose two numerical traces into our HDG formulation. Namely, our HDG method seeks an approx-
imation (wy, up, ph, Uy, Pr) € Wi X Vi, x Q x M9 x M} to the exact solution (w|7, , ul7,, pl7, ¥'le,, Dle,)
where the finite dimensional spaces are defined as: (k > 0)

Wy, = {re L*(Q): r|x € Py(K), VK € Tp,},
Vi i={ve L*(Q): vlx € Pr1(K), VK € T},
Q= {0 € 12(9) : dalic € Pu(K), VK € To,
M = {p € L*(&,) : plr € M'(F),VF € &},
M9 :={pe€ M, : puxnlpg = Pugl,
My :={C € L*(&,): C|r € Pepa(F), VE € &y, Cloa =0},
where L*(Q) = [L?(Q)], L*(&,) = [L?(Er)]?, for each F € &, the local space M'(F) is defined as M'(F) :=

[Py(F)+V Pyy2(F)]t, Poyo(F) denotes the set of homogeneous polynomials of degree k+2 on F. Obviuously,
M'(F) C Py 1(F). Here, Py denotes the orthogonal L2-projection from L?(&p,) onto M, Py(D) denotes
the set of polynomials of total degree at most k > 0 defined on D, Py (D) denotes the set of vector-valued
functions whose d components lie in Py(D). We seek an approximation (wp, us, ph, ﬁz,ﬁh) c Wy, x Vi, x

Qn x M9 x M) satisfying:

(2.1a) (wp, 7)1, — (up, V X 1) 7 + (T, x n, 7)oy, =0,
(2.1b) (wn, V x )7, — (P, V- )75, + (W, v X Mo, + (P, v Ma7, = (£, v)75,
(2.1¢c) —(un, V)7, + (W, - n,q)a7;, =0,
(2.1d) (Wn x n,m)a7;, =0,
(2.1e) (W, - n,C)ar;, =0,

for all (r,v,q,m,() € Wi, X Vi x Qp, X 1\42’0 x MY, where the numerical fluz is defined as

(21f) wy, = wy, + Tt(PM'U}}SL - 71\1,2) X n,
(2.1g) uy - n=uy - n.

The stabilization parameters T, is defined on each F' € 0T},. For the sake of simplicity, we assume that 7
is a non-negative constant which will be determined later from the analysis.

To obtain the second method HDG,, we only need to make two changes: (1) 7}, can be any conforming
polyhedral triangulation; (2) Adding another stabilization term in the the last governing equation (2.1g):

(2.2) Uy, - 1= up - A To(ph — Dh)-
In this case we require that 7,, is non-negative on each interface ' € 97j,.

For the HDG; method, the governing equation (2.1g) and (2.1e) implies that u, € H(div, ). In addition,
if we apply integrating by parts on (2.1c) and take ¢ = V - up, we can conclude that

(2.3) V- uy, = 0.

In addition to this globally divergence free property, it can be shown that the error estimates are independent
of the pseudo variable p. More details will be discussed in Section 4.

As a build-in feature of the HDG methods (cf. [6]), the unknowns wp, up, pp, in (2.1) can be eliminated
to obtain a formulation only with ﬁz and p;, as global unknowns. It is worth to mention that on general
polyhedral meshes, it is necessary to use the enhanced numerical flux (2.2) in order to ensure the solvability
of the system. Consequently, u; is no longer globally divergence free.
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To end this section, we present the well-posedness result of the both scheme which can be summarized as
follows:

Lemma 2.1. If the stabilization parameter T is positive everywhere, for k > 0, the HDGy system (2.1) is
well-posed, and the approximation uy, is globally divergence free.

In addition, if Ty, is any conforming polyhedral triangulation and 7, > 0,7, > 0, then HDG, system (2.1a)
- (2.1f), (2.2) is also well-posed.

Proof. The divergence free property of uy is proved in the above discussion. Since (2.1) is a linear square
system, it suffices to show that if all the given data vanish, i.e. f= g= 0, then we will get zero solution for
all unknowns. By taking (7, v,q,mn,() = (wh, un, pp, ﬂz,ﬁh) in the equations (2.1a)-(2.1e) and adding these
equations, after some algebraic manipulation, we have:

W, Wh) T, Tt (Ppruy, n—ﬁz n), u, n—ﬁz o, = 0.
( V7., + (Te(Pagul, % X m) X X M) 0

Immediately we obtain:
w, =0 and Pyul fﬁz =0 on 7.

(wn, wp) 7, — (W, -1 — W -0, PR — D)ot + (W, X 1 — wp X N, wy, — Wy)ar, = 0.
Now by applying the definition of the numerical flux (2.1f) and (2.1g), we have:
(2.4) (wp, wp) 7, + (7 (Pautl, X m— ), X m), wp X n— U, X nYor, = 0.

It is clear that

(T (Ppputl, X m— T X m),up X n— U, X nYo7, = (1(Parul, — Wp)), Pagul, — W) o7,

Since we assume that 73 is strictly positive on 07}, the above two identities imply that
w, =0 and Pyl —17,51 =0 on d7.
By these results together with (2.1f) we have
wy, = 0.
Next we rewrite (2.1a) by integrating by parts on the second term to have:
(wn, 7)1, — (V X up, )75, — ((up, — 'TLZ) x n, a7, =0.

If we take 7= V X uy,, by the above result and the orthogonal property of L?-projection Pz, we have:

V x u, = 0.
Since wy, = 0, wy, = 0, now (2.1b) can be written as (given f= 0):
(2.5) —(pn, V- v)1, + (Pn,v- m)oy, = 0.
By integrating by parts, we have
(2.6) (Vph, )1, + (Ph — pr, v- M), =0, for all v € V.
On each K € T, we choose v € Py11(K) to satisfy the following equations:
(v, )k = (Vpn, ¥)k, for all & € Py(K),
(v, Bhe = (Pr— pns B for all 4 € P(F), F € K.

The existence of such v is ensured if K is simplex. For instance, by the above degrees of freedom uniquely
define a function v € RTk(K) C Px11(K). Here RTj(K) denotes the Raviert-Thomas space of degree k
on the simplex K. By this special choice of v, (2.6) gives

(Vpr, Vpu)7, + (Ph — Phy Dh — Pr)oT, = 0
This implies that
Vpn =0, Pn—pn=0,
and hence p, = p, = 0.

To conclude, recall that V x up, = 0 and uy, € Pyy1(K) on each K € Tj, this means that there exists a
piecewise polynomial ¢y, € Pyyo(K) for each K € Tj, such that

up = V¢, oneach K € Tp.
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The above fact together with the definition of the space M, implies that
Par(ul) = Pa(n x Von x 1) = (Vén)' = ul,
since on each interface F € &, we have (n x Vo, x n)|p € [VPyyo(F)]* € M'(F). This implies that
ul, =@, on dTy,
which, together with the facts that
up-n="1, -n ondTy,
and both 51}2, wy - n are single values on &, implies that u, € H(curl, Q) N H(div, Q) satisfying:
Vxu,=0 in Q,
V-u,=0 in €,
u, Xxn=20 on 0.
This yields w, = 0 by the assumption of the domain Q (cf. [14]). Therefore, we also have @), = 0 on 97},.
This completes the proof of the solvability of HDGs.
For the general method HDG,, we briefly sketch the proof in this case since it follows similar argument

as the first case. First, due to the fact that the stabilization parameter 7, is positive, the energy identity 2.4
becomes:

(2.7) (wh, wh) 7, + (T (DR — Dh) , P — D)o, + (Te( P, x m— ﬁz X M), Up X N — 17,2 X w7, =0,

which implies that

(wh, W) 75, + (Tu(ph — D) ,pn — Pu)om, + (Te(Paw, — Wy), Pagu, — ) o7, = 0.
Therefore, we have
w, =0, p,—pn=0, and PMuzfﬁz =0 on d7,.
And by (2.1f) we have
wy, = 0.
Consequently, (2.5) is still valid in this case. Taking v = Vp;, and integrating by parts for (2.5) and by the
fact that p;, — pr, = 0 on 97}, we can obtain:

Vpp, =0 oneach K € Tp,.

This implies that pp, is piecewise constant on 7y,. By the fact that p, = pp on &, we conclude that p, = 0
on €, and hence py, = 0. So far, we have shown that wy, pp, pr vanish.
Finally, taking ¢ = V - uy, in (2.1c) and integrating by parts, we have

(Veun, Voup)g, — (un-n—a, - n, V- w)or, =0.
Since that
Up M= Up - N = —Tp(ph —Pp) =0 on ITy,
we have
V-u, =0 1in Q.

After this point, by the same lines as for the first case we can show V X u; = 0 and then conclude that
up, ﬁz also vanish. This completes the proof for the general case. O

3. MAIN RESULTS

In this section we present our main error estimates results. To state our main result, we need to introduce
some notations. We use || - ||s,p,| - |s,p to denote the usual norm and semi-norm on the Sobolev space
H#*(D). We discard the first index s if s = 0. The norm || - || 7;, is the discrete norm defined as || - ||, 75, :=
Y ker, I s,k We also define the discrete norm || - ||o7;, == Y peor, |- l#- To derive an L? error estimate of
|le— up ||, we need a regularity assumption of an adjoint problem stated as follows: Find (¢, 8, o) satisfying
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(3.1a) Vxép=0 inQ,
(3.1b) Vx0—-Vo=e¢, in{,
(3.1c) V-¢p=0 in €,
(3.1d) dxn=0 on 0f,
(3.1e) c=0 on Of.

We assume the following regularity estimate holds for the solution of the above adjoint problem (cf. [2, 3, 15]):
(3.2) [9ll14a.0 + [0lla.e + [lo]lae < Creglleulla,

where 0 < a < 1.
We are now ready to state our first main result for HDG; method.

Theorem 3.1. If the exact solution of (1.2) satisfies (u, w,p) € [HY()]> x [H*(Q)]® x [H(Q) N H"(Q)]
withl1 <s<k+1,1<r<k+1,1<t<k+2 andm = (’)(%), then for the numerical solution of the
HDG, method, we have

IV (w= )7, =0,
o= whllo + IV % (w— w)ll, < C (g + 1o wl,0),

foralll<s<k+1,1<t<k+2.
In addition, if the regularity (3.2) holds for the adjoint problem, then we have

lu—willa < C (R g + 1 wlly0),
where 0 < o < 1 is defined in (3.2).

As for the HDG, method on general polyhedral mesh, we have the following result:

Theorem 3.2. If the exact solution of (1.2) satisfies (u, w,p) € [H'(Q)]> x [H*(2)]3 x [HE ()N H"(Q)] with
1<s<k+1,1<r<k+1,1<t<k+2. Taking the stabilization parameters as 1y = O(%),Tn = O(h),
we have

lwo—wnllo + IV - (u— w7, + IV x (u= )7, < C(hullon + W ple + b))

In addition, if the regularity (3.2) holds for the adjoint problem, then we have
lu—wnllo < (R ullug + 2 pll o + 57w,

where 0 < a < 1 is defined in (3.2).

Remark 3.3. When the exact solution (u, w,p) of (1.2) is smooth enough, that is, (u, w,p) € [H*T2(Q)]3 x
[H*1(Q)]? x [HE () N H*1(Q)], one can directly derive ||u— uy|o < ChEFIF In particular, if o = 1,
we have ||u— uy,||q < Ch**2. From the global degrees of freedom viewpoint, this error estimate reveals that
both HDG methods achieve superconvergence for the electric field without postprocessing. In addition, the
error estimates for u,w in Theorem 3.1 are independent of the Lagrange multiplier p. The main ingredient
for the proof is the use of the BDM projection instead of L2-projection for the variable u. See Section 4 for
more details.

4. PROOFS OF THE ERROR ESTIMATES

In this section we present the detail proof of Theorem 3.1. Then we briefly sketch the proof of Theorem
3.2 by particularly pointing out the different steps from the proof of Theorem 3.1.
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4.1. Error estimates for HDG; method on simplicial mesh. We begin by introducing the error
equations that we need for the error estimates. We define the projection of the errors as below:
ey :=yww—wy, e, :=Epyu—un, e, :=1op—pp,
eq = Pyul — W), e5:= Pyp — Pn.
Here all the projections Iy, Ilg, Py, Py are the standard L?-projections on the finite dimensional spaces
Wi, Qp, M, My, respectively. The projection H%'SMu is the standard BDM projection of w in Py (K),

for all K € 7Tp. In the analysis, we will use the following standard approximation properties of these
projections:

(4.1a) |u— Mol < Ch79ullt., 0<t<k+2,6=0,1,
(4.1b) w— 5 ullor, < ChE 2 |ul|,.q, 1<t<k+2,
(4.1c) lw— Ty w|q < ChY||w|q, 0<s<k+1,
(4.1d) |w — Ty w|or, < Ch> % |w|s 0, 1<s<k+1,
(4.1e) Ip —gplle < CR"[Ip[l- 0 0<r<k+1,
(4.1f) lp — opllon, < Ch™~2|pllra. 1<r<k+1,
(4.1g) lp — Pupllor, < L<r<k+2
We are now ready to present the error equations that we need for the error estimates.

Lemma 4.1. Let (w, u,p) and (wy,, wn, pn, Wy, pn) solve the equations (1.1) and (2.1), we have

(4.2a) (ew, )T, — (€u, V X 1), + (egt X n, Tho7;, =0,
(4.2b) (ew,V X v)7;, — (ep, V- v);, + (w— Wp,v X n)s7;, + (ep, v-n)s7;, =0,
(4.2¢) —(eu, Va7, + (u-n— 1 - n,q)o7, =0,
(4.2d) (wxn—wp, xXn 77>8Th =0,
(4.2¢) (u-n—1uy -n, a7, =0,

for all (r,v,q,m,() € Wp, X Vi x Qp X ]\4*;{0 x M.
Proof. Tt is obvious that the exact solution (w, u,p, u'|¢, ,ple,) also satisfies the system (2.1):
(w, )7, — (u,V x )75 + {u' x n, a7, =0,
(w, V x o)1, = (p, V- v)7;, + (w, v X m)or;, + <p,v o, = (£, )7,
—(w, V)7, + (u" - n, qa7;, =0,
(wxmn 77>8Th =0,
(u"-n,Qor, =0,

for all (r,v,q4,m,() € Wy X Vj, X Qp X 1\42’0 x M. By the orthogonality of the projections as well as the
inclusion properties between the finite dimensional spaces, we can write the above system as:

My w, ), — (HggMu,V x )7, + (Pyu' x n, o7, =0,
Iww,V x v)7, — (gp, V- v)7, + (w, v X m)o7, + (Pup,v- mor, = (f, )7,
—(OgpMm V)7, + (W' - n,q)ar, =0,
(wxn n)aTh =0,
NG

(u"

for all (r,v,q,m,() € Wp x Vj, x Qp X ]\42’0 X M}?. Finally we obtain the error equations by subtracting
(2.1) from the above equations. U

OTn — 07

We first present the estimate for e, which can be achieved by several steps. First we carry out an
important identity by a standard energy argument.
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Lemma 4.2. We have

lewl&, + 7¢ll Parel, — ear |3,

= —(w—Myw, (e, — exr) x n)or, — (7 Py’ — (Mo w)') x n, (€, — ear) x Mo,
= —T1 — TQ.

Proof. Taking (r,v,¢,1,¢) = (ew, €y, €p, €5, €5) in the error equations (4.2a)-(4.2¢) and adding, after some
algebraic manipulations, we obtain:
(4.3) (ew, €w)T, + (W— Wy, — ey, €, xn— ez X N)o7;, +{u-n—1U, -n—e, n,e,—epor, =0.
Notice that by the definition of the numerical traces (2.1f) and (2.1g) we can write
w— W, — e, =w—w, — (Tpyw—w) =w—Tyw+ (w, — W)
= w— yw— 7 (Pyut, — ) x n
= w— Iyw+ 7 (Puyel, — egr) x n+ 7 Py(ul — (TG w)) x n,
wn—au -n—e, n=un—a, n—(MEyu—u) n=(u-TEgu) - n

Inserting the above two expressions into (4.3) together with the orthogonal property of the L2-projection
Pprand HEJSM on the interfaces we complete the proof. O

Based on the identity in the above lemma, we are ready to estimate e,,.

Lemma 4.3. If the regularity of the exact solution (u, w,p) of (1.2) holds as assumed in Theorem 3.1, the
stabilization parameters 7, = O(+) on each F € 0Ty, we have

IV - (w—un)ll7; =0,
T < C(ht_lﬂth@ + h5||w||s,Q>7

1
lewllo + 7 | Pae;, — eatllor, + [V % el
for1<s<k+1,1<r<k+1, 1<t<k+2.

Proof. The first equality is trivial since both u, u; are divergence free over €. For the second inequality, we
begin by estimating 77,75 on the right hand side of the identity in Lemma 4.2. We start with T5,

Ty = (rnPu(u’ — (Mgpyw)) s (€] — ea))or, = (nePu(u’ — (Mgpyw)), (Pue, — ear))ar,

= (r(u—TEHpw' . (Puel, — ea))or < millu— gD ullor, || Puel, — ea|lor,

< O bt |[ull0 77 | Parel, — eat o,
for 1 <t < k+ 2. The last step we applied the approximation property of the projection H]EJSM (4.1b).
To bound 77, we first rewrite the term as:
T = (w—Mwyw, (Pye!, — eqt) x n)aor, + (w— My w, (€, — Pyel) x n)or, = T11 + Tia.
For T7;, we directly apply Cauchy-Schwarz inequality,
d

1 _ —1 1 1
Ty < 77 | Pyel, — eqtl|or, 7 2 llw—Mwwllor, < Cr, 20° 7 |w|s0 77 | Pmel, — eatllor,,

the last inequality is due to (4.1d).
For T}5 we have
T2 = —((w—Tww) x n, (€, — Pye,,))or,

wx n— Py(wxn), (e, — Pyel))or, (due to (TIyyw x n)|p € M'(F))

t
OTh

= —(
=—(wxn—Pylwxn), e,
—(wx n— Py(wxn), e +(Vn)ar,,

for any n € Piyo(Th) := ® ke, Peto(K). Due to the orthogonal property of Pps and the definition of the
space M, applying Cauchy-Schwarz inequality and inverse inequality we have,

T12 < |lw x n— Pu(w x n)llo7, | €, + (V) llo7, < llwx n— Py(w x n)|lo7, e, + (Vi)'[lo7,

_1
< Cllw— Pywlor, h™2lew + Va7,
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for any € Pgy2(Tn). We notice that on each K € Tj, the Vx operator is an injective mapping from
Py 1(K)\ V(Py12(K)) onto Py (K), therefore, the two norms:

min o+ Valle, |V x ol
NEPy42(K)

are equivalent in the finite dimensional space Pj41(K). A simple scaling argument implies that

(4.4) min _[[v+ Vn|lx < Ch||V X v| k.
NEPrt2(K)

Owing to the above inequality and (4.1d) we have

1 .
T2 < Cllw—Mwwler, h~2 min _ |le, + Vy| 7,
NEPr42(Th)

< Ch?|lwlls oV % eull7;,,

for1<s<k+1.
To conclude the estimate for || ey |/, we need to bound ||V x e,||7;,. To this end, taking r =V X e, in
the error equation (4.2a) and integrating by parts, we have

(€, V % €))7, — |V x eu]|F, — ((ew — €at) x 0, V x e,)o7, = 0.

By the fact that n x (V x e,)|r € M'(F) for all F € 3T}, we can rewrite the above identity as
IV x eu]|F. = (ew,V x €)1, — ((Pmel, — eat) x n, V x eu)or,

< C|V X &,

If we combine the estimates for T7, T and |V X e,]

_1
lewllo +h™ 2 || Pyel, — ealoT,)

7 (

7, and apply the Young’s inequality, we have
1 1 _1 1 1
lewllz, + 7 IParel, — ellor, < C(rt = Hlulluo + (147 *h )it wll.0),

for1<s<k+1, 1<r<k+1, 1<t<k+2 Wecan see that if we take 7 = (9(%), we obtain the
estimate stated in the lemma. O

Next we apply a duality argument to show the superconvergence of || e,||o. We first present the following
identity that we are going to use in the analysis.

Lemma 4.4. Let (¢,0,0) be the solution of the adjoint problem (3.1), then we have
leulld =((e, — eat) x n, 6 = Mw8)o7, — (¢p — ¢5, (¢ — I @) - Mo,
+{w— Wy, — ey, (¢ —TIEEd) X Nor, +(u-n—, -n—e, -n,o—1go)ar,
=T =Ty + T3+ 1.
Here Hﬁ‘i}l denotes the RT projection onto the local space RTy11(K).

Proof. Notice that by the dual equation (3.1c) we know that ¢ is divergence free. As a consequence, we
have H’lﬁ;'rlcﬁ € V},. By the adjoint equation (3.1) we have

leulld = (e, V x 8 = Vo)1, — (€4,0 =V X @)7;, — (¢, V - D)7,
= (eu, V x 0)7, — (ew,0)7;
+ (€w, V X @) 75, — (p, V- @)7;,
— (ew, Vo),
= (ey, VX IIw0)1, — (ew, MwO)7, + (e,,V x (0 — Il 0))7, — (ey,0 —Iyw0)r;,
+ (€0, V x IRy @) 75, — (6, V- TR @) 75, + (€w, V x (¢ — TIgl 8))75, — (¢, V - (¢ — IR @),
— (ey, VIIgo) 7, — (ey, V(o —go))7,-
By integrating by parts and the orthogonal property of the projections, we have
leullt, = (€u, V x Iy 8) 7, — (€w, Mw8)7, + (€}, x n, 6 — I 8)or,
+ (ew, V X TIEN @) 75, — (6, V- TIRY 0) 75, — (€w, (¢ — TIRE ) X Mo, — (e, (& — TRy @) - n)or,

— (eu,VHQU)Th — (eu ‘n, o — HQO’>37—h.
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Taking (7, v,q) = (I8, Iy ¢, llgo) in the error equations (4.2a)-(4.2c), inserting these equations into
the above identity we have

leuld = (ear x n, MwO)or, + (€, x n, 0 — My O)sr,
w— Wy, I & x n)or, — (ep, T & - n)or,

(
—{
—{ew. (¢~ TRy @) x nor, — {ep, (¢ — IRL @) - njor,
—(u-n—1y, -n,Hgo)or, — (€w-n, o —lgo)or, .

Notice by the regularity assumption of the adjoint problem, and (1.2d), (1.2e), (2.1d), (2.1e), we have
—<eat X n, 9>37‘h = 0, <'w— ’l/l\}h, ¢ X n>a7’h = 0, (eﬁ, ¢ ’n>57‘h = 0, <u nfﬁz n, 0>37’h =0.

Inserting the above zero terms in the last expression of ||e,||% we obtain the desired identity in the lemma.
This completes the proof. O

Finally, we are ready to present the estimate for | e, q-

Lemma 4.5. Under the same assumption as Lemma 4.3, in addition if the regularity assumption (3.2) holds
for the adjoint problem, then we have

leallo < € (R ullo + b wll,0),
Jor1<s<k+1,1<r<k+1,1<t<k+2and0<a <1 is defined in (3.2).

Proof. We will estimate T7-T4 in the above Lemma separately. First let us show that in fact 75,7, vanish.
Notice that on each F' € 07y, e, — e € Pry1(F), by the property of the RT projection we have

Ty = (ep — €5, (¢ — Mg @) - oy, = 0.
For the last term T}, we have
Tn=(u-n—u, n—e, n,o—Igo)sr,
‘n—(up-n—uy-n), o—Ilgo)ar,

‘n, o —HQU>37’h

- kt1

= ((u - Hgpyu) -1, 9)aT,

- k1 —
= ((u—IgHpu) - n, 0)oa = 0.

For Ti, we rewrite it into two parts:
Ty = {(Purel, — egt) x n, 0 — Iy 0) o7, + (€}, — Ppel) x n, 0 — My 0)sr, :=T11 + Tho.
Applying Cauchy-Schwarz inequality on T7; and then (4.1d), we have
T11 < |[(Pme;, — eqt) x nflo7; |0 — w8 o7,
< (Pael, — ex) x nllar, 77 h° 400
< O ' Hleulln 7 (Parel, — ea) x nllor;

the last step is due to the regularity condition (3.2). For T}5, we will apply a similar argument as the estimate
for Th3 in Lemma 4.3. Namely, for any n € Pi12(75), by (4.1d) and (3.2), we have

Tia = (€}, + (V0)') — Pu(el, + (V)") x n, 0 — Ty 8),7,
< [I((, + (Vn)") = Palel, + (V0)"))l|o7:. 110 — Tw 6] o,
< |let, + (V) o7, 10 — TIw B]lo7;
< Ch™% ey + Vill7; 16 — T 8|7,
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By the similar technique in (4.4), we have

Ty, <Ch™2 min_ e, + V7. |60 — Iw6)s7,
NEPry2(Th)

< ChH|[V x eu|7,]|0 — w6 lar,
< Ch? ||V x eu]| 7,52 [|0]aq
< ORIV x eul 7 eullo-
For T3, we can use the expressions in the proof of Lemma 4.2 below (4.3).
T3 = (w—Myw+ 74 (Ppel, — ez) x n+ 7 Py(u’ — (H’fﬁ‘lu)t) xn, (¢— H’ﬁi}l ) X n)ar,
< |l¢ — Oy dllom, (lw — Mwwllor, + el| Pumel, — egellom, + 7| Pa(u’ — (TIgk w)") o7,
< ||¢ — Oy dllom, (|w — Mwwllor, + /| Puel, — egellor, + 7llu— Tk ullor, ).

By (4.1b), (4.1d) and then (3.2), we obtain

1 1 1
T3 < Cr2 2 |eulle 7 | Parey, — eqllom, + Clleulla (w0 + mh™[|lufa),

forall1<s<k+1,1<t<k+2. The proof is complete if we combine the estimates for T;-T, and taking
Tt = O(%) O

Finally, by triangle inequality and (4.1a), (4.1c), Theorem 3.1 is a direct consequence of Lemmas 4.3, 4.5.

4.2. Error estimates for HDG, on general polyhedral meshes. The proof for this case follows the
main path as the above case. Therefore, we only briefly sketch the proof and illustrate all the different steps
from the above proofs.

First of all, for the HDG, on general polyhedral meshes, we have an additional stabilization parameter
7, > 0, and the generic element K could be polyhedral. As a consequence, the above proof for HDGy
needs to be modified since the projections HEEM, H’;&l are tailored for simplex elements. In this case in
the analysis we will replace both mixed type projections with the standard L?-projection, denoted by ITy,
onto the space V}, and the projection error e, := Ilyu — u,. With this changes, we can easily verify that
the error equations (4.2) in Lemma 4.1 remains the same form. In addition, the L2-projection has similar
approximation properties as the BDM projection:

(4.5a) |- Tyu|7y, < Ch™|ulq, 0<t<k+26=0,1,
(4.5b) |u— Iy ulor, < Ch™2||uls0, 1<t<k+2,

By a similar energy argument, we have the following energy identity result:
Lemma 4.6. We have
2 2 2
llewlle + Tt||PMeZ — €t ||aTh + Tnllep — eﬁ”an
= —(w-Myw, (€, — ez:) x n)o7, — (1t Pyt — (Tyw)') x n, (e, — eqt) x m)ar,
— (u=Tyu)-n, ey — epor, — (Ta(Pup —Tgp), € — €5)om,
= —T1 — T2 — T3 —T4.
Notice that in the above identity 77 and T are the same as before with the modified projection on wu,
nevertheless, we can bound these two terms with the same argument as in Lemma 4.3.
For T5 we directly apply Cauchy-Schwarz inequality and (4.5b) to obtain:
1 _1 1
Ts < |lu—Tvullor, llep — epllom, < Cmn B2 |Julleq 7 llep — eglloT,
for1<t<k+2.
Similarly, for Ty by the Cauchy-Schwarz inequality, triangle inequality and (4.1f)-(4.1g), we have

1
o T |lep — eplloT, -

1 1 1 1
Ty < 77 | Pup — UgpllaT, 74 llep — epllor, < Cri k" 2||p

Combining these two estimates together with the estimates for 717,75 in Lemma 4.3, we obtain the following
estimates:
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Lemma 4.7. If the reqularity of the exact solution (u, w,p) of (1.2) holds as assumed in Theorem 3.2, the
stabilization parameters 7, = O(+),7, = O(h) on each F € 9Ty, we have

1 1
lewllo + 77 || Puey, — eatllor, + 7 llep — egllor, + IV % eull + 11V - eull7,
< C( " ula + B plee + A lwl0),
for1<s<k+1,1<r<k+1,1<t<k+2.

As we mentioned at the beginning of the subsection, in the duality argument we need to replace the RT
projection with the standard L2-projection. Nevertheless, the dual identity in Lemma 4.4 is still valid with
the projection modified:

Lemma 4.8. Let (¢, 0,0) be the solution of the adjoint problem (3.1), then we have
e, =((€, — ear) x n, 8 —=Tw8)ar, — (¢ — €5, (¢ — v ) - Mo,
+(w—wp, —ey, (¢p—IIyp) X n)or;, + (u-n—u,-n—e,-n, o —Igo)ar,
=T —To + T3 + Ty
Indeed, the same argument can be applied to bound 73,75 as in Lemma 4.5 but 75,74 no longer vanish.
We can bound them as follows: For Ty, we simply apply Cauchy-Schwarz inequality and then (4.5b), (3.2)
to get
1 1 R 1
Tz < 7 llep — epllom, ™ ¢ — My @llor, < 7 *h* 2 @lliraq 7 llep — epllom,
1 1
< Om b 2 leullo 7t lep — esllom.
For Ty, it can be bounded in a similar way as for T5 in the proof of Lemma 4.5 which gives us:
1 1
Ty < O 072 |leulla 7 ey — esllom, + Clleulla(h™ |yl

for1<r<k+1,1<t<k+2
If we combine the above two estimates together with the bounds for 77,73 in Lemma 4.5 we obtain the
following result for e,:

t,Q2 + 7-nhr+a71 ||p||r,Q);

Lemma 4.9. Under the same assumption as Lemma 4.7, in addition if the regularity assumption (3.2) holds
for the adjoint problem, then we have

lewla < O(H+ ful o+ B ol + A7+ w].0).
Jor1<s<k+1,1<r<k+1,1<t<k+2and0<a <1 is defined in (3.2).

Finally, Theorem 3.2 is a direct consequence of Lemmas 4.7, 4.9 with a triangle inequality and (4.5a),
(4.1c).

Remark 4.10. Besides we get the error estimate for Té llep, — epllo7;, in Lemma 4.3, we can also derive the
error estimate for ||Ve,||n. Actually, this can be obtained by taking v = Ve, in the error equation (4.2b) and
applying integration by parts, the Cauchy- Schwarz inequality, trace inequality and the estimates in Lemma
4.3 and Theorem 3.2. Then the error estimate for |[V(p — pp)||o can be further deduced by the triangular
inequality.

5. NUMERICAL RESULTS

In this section we provide numerical experiments validating the error estimates obtained in this work. In
the following simulations we consider tetrahedral meshes and 7; = h~'. The implementation is based on the
work developed by [8].

Example 5.1. (Smooth case) We test the HDG; method on a steady state Maxwell problem on a unit cube
Q = [0, 1], where the source term f and the boundary conditions are chosen such that the exact solutions
are

u(x,y,z) = (sin(ry) sin(rz), sin(rz) sin(7z), sin(7z) sin(7ry))T7

p(z,y, z) = sin(2mx) sin(27y) sin(27z).
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In Table 1 we display the history of convergence of the L2-error of u and w for k = 0, 1, 2 and 3. We
observe that optimal rate of convergence are obtained, i.e., order of h*t! for w and order of h*+2 for u.

k h H lu — un|la order‘ lw —wpllq order

4.39F — 001
3.29F — 001
2.63E — 001
2.19F — 001
1.88E — 001
1.65F — 001

6.81EF — 001
3.66F — 001
2.28E — 001
1.56 £ — 001
1.14E — 001
8.63E — 002

2.16
2.11
2.08
2.06
2.05

246 E + 000
1.86E + 000
1.50E + 000
1.25E + 000
1.07E + 000
9.40F — 001

0.96
0.98
0.99
0.99
0.99

4.39F — 001
3.29F — 001
2.63E — 001
2.19F — 001
1.88E — 001
1.65FE — 001

1.12F — 001
4.80F — 002
2.49F — 002
1.45E — 002
9.21F — 003
6.20E — 003

2.95
2.95
2.95
2.96
2.96

3.10F — 001
1.80F — 001
1.17E — 001
8.25E — 002
6.11E — 002
4.71EF — 002

1.88
1.92
1.94
1.95
1.96

4.39F — 001
3.29F — 001
2.63F — 001
2.19E - 001
1.88E — 001
1.65FE — 001

1.24F — 002
3.67TE — 003
1.45E — 003
6.80E — 004
3.61E — 004
2.09E — 004

4.22
4.17
4.14
4.11
4.09

6.22F — 002
2.67TE — 002
1.38E — 002
8.03E — 003
5.07E — 003
3.41E — 003

2.94
2.96
2.97
2.98
2.98

4.39F — 001
3.29F — 001
2.63E — 001
2.19F — 001
1.88FE — 001
1.65E — 001

1.40F — 003
3.31F — 004
1.09FE — 004
4.37E — 005
2.03E — 005
1.04E — 005

5.01
4.99
4.99
4.99
4.99

6.93F — 003
2.23F — 003
9.22F — 004
4.47F — 004
2.42F — 004
1.42FE — 004

3.94
3.96
3.97
3.98
3.98

TABLE 1. History of convergence of Example 5.1.

Example 5.2. (Solution with low regularity) This example is based on the numerical experiment presented
n [12]. We assume €2 is a L-shaped domain as Q@ = [—1,1] x [—1,1] x [0,1]\ ([0, 1] x [—1,0] x [0, 1]). Let the
source term f and the boundary conditions be chosen such that the exact solutions are

08 08 \"
u = 77770 )

dzx’ Oy
p=0,

40
where the function S is given in by S(r,0) = 7% sin (3) The solution is given in terms of cylindrical

coordinates. The exact solution of u has a singularity located at z-axis, and u € [H %*E(Q)P, € > 0; hence,
we only display the results corresponding to polynomials of degree k =0 and k£ = 1.

In Table 2 the history of convergence of the HDG; method is displayed. Here we observe that the
convergence rates deteriorate as Theorem 3.1 predicts. In fact, u, converges to u with order h*/3~¢ and wy,
converges to w with order h'/3-¢.
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k | h | llw — unlle order | |lw — wyllo order
5.00FE — 01 || 1.53F — 01 — 4.83E — 02 —
2.50F —01 || 6.24F — 02 1.30 | 4.99F — 02 —
0| 1.25E —01 | 2.53F—02 1.30 | 440F —02 0.18
6.25F —02 || 1.03E —02 1.30 | 3.64E —02 0.27
3.12E — 02 || 4.25FE —03 1.27 | 294F —-02 0.31

5.00E —01 || 6.66E —02  — 2.19F — 02 -
250E—-011 261F—-02 135 | 2.12E—-02 0.04
1|125E—-01 || 1.03E—-02 1.34 | 1.78E—-02 0.26
6.25F —02 || 411E—-03 133 | 1.44E—-02 0.30
3.12E—-02 | 1.6 E—-03 132 | 1.16E—-02 0.32
TABLE 2. History of convergence of Example 5.2.
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