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Abstract

We present a hybridizable discontinuous Galerkin (HDG) method for non-matching meshes. The
method is devised by formulating HDG discretizations on the non-matching meshes and gluing these
HDG discretizations through appropriate transmission conditions that weakly enforce the continuity of
the numerical trace and the numerical flux across the non-matching meshes. The transmission conditions
are based upon transferring the numerical flux from the first mesh to the second mesh and the numerical
trace from the second mesh to the first mesh. The transfer of the numerical trace/flux from one mesh to
the other mesh relies on the extrapolation of the approximate flux and is made to be consistent with the
HDG methodology for conforming meshes. Stability of the HDG method is shown and the error analysis
of the HDG method is established. Numerical results are presented to validate the theoretical results.

1 Introduction

In different applications, interfaces divide the domain of interest Ω ⊂ Rd (d = 2, 3) into several subdomains.
For instance, elliptic interface problems [11] where the partial differential equation (PDE) is characterized
by jumps of its solution across the interfaces, or situations where different PDEs are coupled at the interfaces
through different transmission conditions. In these situations, the discretization of a subdomain may not
match the discretization of its neighboring subdomains. For example, in the case of solid-fluid interactions,
it is desirable to have a finer mesh in the region occupied by the fluid, compared to the meshsize of the
discretization of the solid. In addition to the mismatch due to the non-conformity, if the interfaces separating
the domain Ω are not polyhedral, there would be gap (part of the domain which is not meshed) between the
triangulations of each subdomain, as we see in the example display in Figure 1. Another application arises
from the domain decomposition method where the mesh in the different subdomains of the domain do not
necessarily match at their common interface.

A wide variety of methods for piecewise flat interfaces problems can be found in the literature, in
contrast to those dealing with non-matching meshes. Certainly, numerical methods based on finite element
approximations that deal with curved interfaces and non-matching grids are not new. In fact, one of the first
approaches in the literature were based on curvilinear maps such as isoparametric finite elements [1, 12]. The
mesh in these type of methods is composed by polyhedral partition where some of the elements have a curved
side that interpolates the interface. In general, methods involving curvilinear mappings are computationally
expensive because they require to compute non-linear mappings to construct the basis functions of the
discrete spaces associated to the elements near the interface. Moreover, their precision depends on the
accuracy of the interpolation spline. In the same direction, isogeometric analysis using NURBS as basis
functions can be also used for interface conditions imposing higher–order continuity across the interface [9].

An alternative to curvilinear methods is to consider polytopal meshes that not necessarily are adjusted
to the interface. However, the effect of the variational crime of this approach is more significant than that
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of isoparametric elements. Several methods overcome this lack of accuracy due to the poor approximation
of the interface. For example, Mortar methods [10] where a Lagrange multiplier is considered to weakly
impose the transmission condition across the curved interface. However, their main drawback is the low
order approximation of the solution. Recently, a novel approach provides a high order method for problems
involving curved interfaces approximated by polytopal meshes [2]. It is based on the Polynomial Extension
Finite Element Method (PE-FEM) originally developed in the context of boundary value problems [3].
Roughly speaking, instead of adjusting the mesh to the interface, PE-FEM forces a polynomial extension
of the approximate solution to match the prescribed Neumann or Dirichlet boundary condition. Actually,
polynomial extensions have been also used during the last decade, mostly in the context of hybridizable
discontinuous Galerkin (HDG) methods [6, 7, 8, 13]. There, the polynomial approximation of the gradient of
the solution is extended outside the computational domain, whereas the solution is extended by integrating
the polynomial approximation of the gradient along transferring segments connecting the computational
boundary/interface and the boundary/interface of the domain. We consider the latter approach because of
its flexibility to deal also with situations where the mesh do not interpolate the interface as in the case of
immerse-type methods. For example, in Figure 2 both meshes are far from the interface.

Figure 1: Example of non-matching meshes in two-dimension made of triangles (left) and quadrilaterals
(right). The red mesh in finer than the blue one and the shaded regions (gap) are not meshed. The
black-solid line is the interface.

Figure 2: Same as Figure 1, but considering unfitted meshes.

Based on the transferring technique of [6], this work proposes and analyses a new method to handle
situations where the discretizations of different regions of the domain do not match as in the examples
depicted in Figures 1 and 2. For the sake of simplicity of the analysis and the exposition, we consider the
following diffusion problem:

q +∇u = 0 in Ω, (1a)

−∇ · q = f in Ω, (1b)

u = 0 on Γ := ∂Ω, (1c)

where Ω ⊂ Rd (d = 2, 3) is a polyhedral domain, f ∈ L2(Ω) is a given source term, u and q are the un-
knowns. Since we are interested in the regions where the meshes do not match, here we have only considered
homogeneous Dirichlet boundary conditions, but other type of boundary conditions can be also considered
without difficulties. Even though this is a simple model, it poses several technicalities for theoretical analysis
that need to be understood before considering more complex problems.

The remainder of the manuscript is organized as follows. In Section 2, we introduce the HDG method
for solving the problem 1 on non-matching meshes. Next, we show the stability of the method in Section
3 and present a prior error analysis in Section 4. Finally, Numerical results are presented in Section 5 to
validate the theoretical results.
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2 The method

2.1 Notation

The Computational Domain. The physical domain Ω consists of two disjoint open subdomains Ω1 and
Ω2 such that I := Ω1 ∩ Ω2 represents the interface between the two subdomains. For i ∈ {1, 2} and hi > 0,
let Ωi

hi
= {K} denote a (Γ ∩ ∂Ωi)-conforming triangulation of Ωi, with boundary Γihi , made of polyhedral

elements K of size proportional to hi. Without loss of generality we suppose h2 > h1. We assume each
element K is a simplex, a quadrilateral (d = 2) or a hexahedron (d = 3). Also, to simplify notation, we
will just write h instead of hi when there is no confusion, i.e., when the label h indicates the size of the
triangulation Ω1

h or Ω2
h. In this case, Ω1

h ∩ Ω2
h is not necessarily I as in the examples displayed in Figures 1

and 2. Then, for i = 1, 2 we define Iih := Γih \ Γ (see Figure 3 for an illustration).

Ω1
h

Ω2
h

I1
h

I2
h

Ω1
h

Ω2
h

I1
h

I2
h

Figure 3: Examples of computational domain and notation.

The family of triangulations {Ωi
h}h>0 is assumed to be shape-regular, i.e., there exists βi > 0 such that

for all elements K ∈ Ωi
h and all h > 0, hK/ρK ≤ βi, where hK is the diameter of K and ρK is the diameter

of the largest ball contained in K. For every element K, we will denote by nK the outward unit normal
vector to K, writing n instead of nK when there is no confusion. The set of all the faces of Ωi

h is denoted
by E ih.

Spaces and norms. Given an element K and a non-negative integer r, Pr(K) denotes the space of
polynomials of total degree at most r, and we define Pr(K) := [Pr(K)]d. Given a region D ⊂ Rd, we denote
by (·, ·)D and 〈·, ·〉∂D the L2(D) and L2(∂D) inner products, respectively. The L2-norms over D and ∂D
will be denoted by ‖ · ‖D and ‖ · ‖∂D. We use the standard notation for Sobolev spaces and their associated
norms and seminorms, where vector-valued functions and their corresponding spaces are denoted in bold
face.

The inner products for the triangulation Ωi
h (i = 1, 2) are given by

(·, ·)Ωi
h

:=
∑
K∈Ωi

h

(·, ·)K , 〈·, ·〉∂Ωi
h

:=
∑
K∈Ωi

h

〈·, ·〉∂K and 〈·, ·〉Iih :=
∑
e∈Iih

〈·, ·〉e,

and their corresponding norms will be denoted, respectively, by

‖ · ‖Ωi
h

:=

 ∑
K∈Ωi

h

‖ · ‖2K

1/2

, ‖ · ‖∂Ωi
h

:=

 ∑
K∈Ωi

h

‖ · ‖2∂K

1/2

and ‖ · ‖Iih :=

∑
e∈Iih

‖ · ‖2e

1/2

.

To avoid proliferation of unimportant constants, we will use the terminology a . b whenever a ≤ Cb and C
is a positive constant independent of h.
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Connecting segments. For each point x2 ∈ I2
h, we associate a point x1 ∈ I1

h. We denote by σ(x2) the
segment starting at x2 and ending at x1, with unit tangent vector m and length |σ(x2)|. The segment σ(x2)
is referred as the connecting segment associated to x2 and is assumed to satisfy two conditions: it does not
intersect the interior of another segment and its length |σ(x2)| is of order at most max{h1, h2} = h2, where
we recall that hi is the mesh size of the triangulation Ωi

h that satisfies h2 > h1.
Now, let v2 a vertex of I2

h. We assume that the point v1 associated to v2 is a vertex of I1
h. In Figures

1-3 this is always the case. Then, I1
h induces a partition of I2

h that we denoted by F2
h = {e}.

Ω1
h

Ω2
h

I1
h

F2
h

e1

e2
e

Figure 4: F2
h is the partition of I2

h induced by I1
h. In this illustration, e2 ∈ I2

h is partitioned in two faces.

Extrapolation operator. The region enclosed by Ω1
h and Ω2

h (shaded area in Figures 1-3) will be denoted
by Ωext

h . We notice that Ωext
h is not meshed. As a consequence, we don’t have an HDG approximation in

there. That is why the HDG approximation of the flux q will be locally extrapolated from the computational
domain Ω1

h∪Ω2
h to Ωext

h . More precisely, let p|K : Pk(K)→ R be a vector-valued polynomial function which

is defined on an element K in Ω1
h ∪ Ω2

h such that K ∩ Ωext
h 6= ∅ . We will define its extension to Ωext

h as

Ep|K (y) := p|K(y) ∀y ∈ Ωext
h . (2)

Note that the extended function Ep|K (y) is a vector-value polynomial function whose support includes Ωext
h .

Each element K will have its own extended function.

The HDG-projection. In the analysis we will employ the HDG projection devised in [4]. More precisely,
let τ be the stabilization parameter of the HDG method that we assume non-negative and uniformly bounded.
For i ∈ {1, 2} and a pair of functions (qi, ui) ∈H1(Ωi

h)×H1(Ωi
h), we recall its HDG projection Πi(qi, ui) :=

(ΠV iqi,ΠWiu
i) ∈ V i

h ×W i
h defined as the unique element-wise solution of

(ΠV iqi,v)K = (qi,v)K ∀ v ∈ P(K), (3a)

(ΠW iu,w)K = (u,w)K ∀ w ∈ Pk−1(K), (3b)

〈ΠV iq · ni + τΠW iui, µ〉F = 〈qi · ni + τui, µ〉F ∀ µ ∈ Pk(F ), (3c)

for every element K ∈ Ωi
h, and F ∈ ∂Ωi

h. Here V i
h and W i

h are the HDG spaces consisting of polynomials
of degree at most k on each element K. In addition, the L2 projection into M i

h will be denoted as PM i

and, given constants lq and lu ∈ [0, k], if (qi, ui) ∈ H1(Ωi
h) × H1(Ωi

h) ∈ H lq+1(Ωi
h) × H lu+1(Ωi

h) and the
stabilization function is chosen so that τmax

K := max τ |∂K > 0, then by [4] and [5],

‖ΠV iqi − qi‖K . h
lq+1
K |qi|Hlq+1(K) + hlu+1

K |ui|Hlu+1(K), (4a)

‖ΠW iui − ui‖K . hlu+1
K |ui|Hlu+1(K) + h

lq+1
K |∇ · qi|Hlq (K), (4b)

for all K ∈ Ωi
h.
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Further notation and auxiliary estimates. Given a face e ∈ I2
h belonging to the element Ke ∈ Ω2

h, we
define the extrapolation patch as

Kext
e := {x+ n2t : 0 ≤ t ≤ |σ(x)|,x ∈ e}. (5)

We denote by h⊥e (resp. H⊥e ) the largest distance of a point inside Ke (resp. Kext
e ) to the the plane

determined by the face e. In other words,

h⊥e = max
x∈Ke

|dist(x, e)|, H⊥e = max
x∈e
|σ(x)|, (6)

where dist(x, e) denotes the distance from x to the face e. We set the ratio re := H⊥e /h
⊥
e and its maximum

R2 := max
e∈I2h

re. (7)

We also define
Vk :=

{
p ∈ [Pk(Kext

e )]d , p 6= 0
}
,

and we denote by ne the interior normal vector to Kext
e along the edge e, i.e. the exterior normal vector to

Ke pointing in the direction of Kext
e . We can then introduce the constants

Cexte :=
1
√
re

sup
χ∈Vk

‖χ · ne‖Kext
e

‖χ · ne‖Ke

, Cinve := h⊥e sup
χ∈Vk

‖∂neχ‖Ke

‖χ · ne‖Ke

. (8)

As proved in Lemma A.2 of [6], these constants are independent of the mesh size, but depend on the
polynomial degree k.

On the other hand, following the ideas in [6], it is useful to introduce the following auxiliary functions.
Let e ∈ I2

h that belongs to Ke and Kext
e . For a polynomial function v on Ke we define

Λiv|Ke
(x2) :=

1

|σ(x2)|

∫ |σ(x2)|

0

(
Ev|Ke

(x2 + n2s)−Ev|Ke
(xi)

)
· n2 ds, (9)

for i = 1, 2, where we recall that x2 ∈ e and x1 ∈ I1
h are connected by the segment σ(x2). They satisfy (c.f.

Lemma 5.2 in [6]):

‖|σ|1/2Λiv|Ke
‖e ≤

1√
3
r3/2
e Cexte Cinve ‖v‖Ke ∀ v ∈ V (Ke), (10a)

‖|σ|1/2Λiv|Ke
‖e ≤

1√
3
re‖h⊥e ∂nv · n‖Kext

e
∀ v ∈H1(Kext

e ). (10b)

These estimates will be useful for our error analysis of the HDG method. Another important tool is based
on Taylor series expansion of a function defined on I2

h around a point I1
h. More precisely, the following result

holds.

Lemma 1. Let φ : I1
h → I2

h be a bijection. If ψ ∈ H2(Ω) and ϕ := −∇ψ, then

‖|σ|−1/2(ψ − ψ ◦ φ−1) + |σ|1/2(ϕ ◦ φ−1) · n2‖I2h . R2h2 ‖ψ‖H2(Ω), (11a)

‖|σ|−1/2(ψ − ψ ◦ φ−1)‖I2h . (R2h2)1/2 ‖ψ‖H2(Ω), (11b)

‖|σ|−1/2(ϕ−ϕ ◦ φ−1) · n2‖I2h . ‖ϕ‖H1(Ω). (11c)

Moreover, let e ∈ I2
h with Ke the element where e belongs. If p ∈ P(Ke), then

‖p− p ◦ φ−1‖e . reh
−1/2
K Cexte ‖p‖Ke . (11d)

The proof is be postponed to the Appendix.
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2.2 The HDG method

For a given polynomial degree k we consider the finite dimensional spaces

V i
h := {v ∈ L(Ωi

h) : v|K ∈ V (K), ∀ K ∈ Ωi
h},

W i
h := {w ∈ L2(Ωi

h) : w|K ∈W (K), ∀ K ∈ Ωi
h},

M i
h := {µ ∈ L2(E ih) : µ|e ∈M(e), ∀ e ∈ E ih},

where the local finite dimensional spaces are V (K) := Pk(K), W (K) := Pk(K) and M(e) := Pk(e).
Then, on each subdomain Ωi

h, we seek (qih, u
i
u, û

i
h) ∈ V i

h ×W i
h ×M i

h that satisfies

(qih,v)Ωi
h
− (uih,∇ · v)Ωi

h
+ 〈ûih,v · ni〉∂Ωi

h
= 0, (12a)

−(qih,∇w)Ωi
h

+ 〈q̂ih · ni, w〉∂Ωi
h

= (f, w)Ωi
h

(12b)

〈q̂ih · ni, µ〉∂Ωi
h\Γ

i
h

= 0, (12c)

〈ûih, µ〉Γi
h\I

i
h

= 0, (12d)

for all (v, w, µ) ∈ V i
h ×W i

h ×M i
h, where

q̂ih · ni := qih · ni + τ(uih − ûih) on ∂Ωi
h (12e)

and τ is a positive stabilization function defined in ∂Ω1
h∪∂Ω2

h assumed to be uniformly bouded. By simplicity
of the exposition we assume τ is constant everywhere. The above equations must be complemented with
suitable transmissions conditions across the interfaces I1

h and I2
h that we proceed to derive now.

In the case where the two meshes match at the interface, namely Ω1
h∩Ω2

h = I, the transmission conditions
can be weakly imposed in the HDG scheme as follows [11]:

〈û1
h − û2

h, µ〉I = 0, ∀µ ∈Mh(I), (13a)

〈q̂2
h · n2 + q̂1

h · n1, µ〉I = 0, ∀µ ∈Mh(I), (13b)

where Mh(I) := {µ ∈ L2(I) : µ|e ∈ M(e), ∀ face e on I}. In the case where the two meshes do not match
at the interface, somehow we can think that the interface I has been “split” in two, I1

h and I2
h. Then, we

propose to consider the following interface conditions:

〈û1
h − ũ2

h, µ〉I1h = 0, ∀µ ∈Mh(I1
h), (14a)

〈q̂2
h · n2 + q̃1

h, µ〉I2h = 0, ∀µ ∈Mh(I2
h), (14b)

where ũ2
h and q̃1

h are approximations of u|I1h and q · n1|I2h , resp., that will be constructed as follows.

For ũ2
h we employ the transferring technique in [6, 7]: Let x2 ∈ I2

h and its corresponding point x1 ∈ I1
h.

Integrating (1a) along the connecting segment σ(x2), we obtain

u(x1) = u(x2)− |σ(x2)|
∫ 1

0
q(x(s)) ·m(x(s)), ds

where x(s) = x2 +(x1−x2)s, s ∈ [0, 1] is the parametrization of σ(x2). Thus, motivated by this expression,
we define

ũ2
h(x1) := û2

h(x2)− |σ(x2)|
∫ 1

0
Eq2h

(x(s)) ·m(x(s))ds. (15a)

Here Eq2h
(x) denotes the extension of q2

h(x) outside the computational domain Ω2
h. On the other hand,

based on the form of the HDG numerical fluxes (12e), we define

q̃1
h(x2) = Eq1h

(x2) · n1 + τ(u1
h(x1)− û1

h(x1)). (15b)

We notice that the information from I2
h is being transferred to I1

h through the mapping in (15a), and the
information from I1

h is being transferred to I2
h through the mapping in (15b). Moreover, we observe that if

I = I1
h = I2

h, then (14) reduces to (13).
In summary, the HDG scheme (12) is now completely defined with the transmission conditions (14) and

the extrapolation of the numerical trace/flux (15).
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3 Stability analysis

In this section we will show, under certain assumptions, an stability estimate associated to (12). In order
to use this estimate to obtain both, wellposedeness and error bounds, we consider the same problem (12),
but (12a) is replaced by

(qih,v)Ωi
h
− (uih,∇ · v)Ωi

h
+ 〈ûih,v · ni〉∂Ωi

h
= (gi,v)Ωi

h
, (16a)

where gi ∈ L2(Ωi
h) is a given function. In particular, to show wellposedeness gi will be 0, whereas gi will

be the projection error qi −ΠV iqi when proving the error estiamtes.
For simplicity of exposition in the analysis, we assume that

(A.1) Ω1
h ∩ Ω2

h = ∅,

(A.2) there is a bijection φ : I1
h → I2

h, such that φ(x1) = x2,

(A.3) for each e1 ∈ I1
h, m = n2 (as a consequence, m = −n1).

Assumptions (A.1) and (A.2) hold true, for instance, in the illustrations of Figures 1-3. On the other
hand, (A.3) is only satisfied in situations as those depicted in Figures 2 and 3 (left). However, the
estimates of this work are also true if, instead of (A.3) , we assume 1 −m · n1 and 1 −m · n2 are
positive and small enough. But, this assumption helps us to facilitate the presentation of the ideas
behind the proofs.

Moreover, for the analysis we require the following smallness assumptions related to the ratio R2. In
particular, we assume

(A.4) max
e∈I2h

re ≤ βhαe , with α and β non-negative constants independent of the meshsize.

(A.5) βτhα2 max
e∈I2h

h⊥e ≤ 1/9,

(A.6) C1β
2h2α

2 max
e∈I2h

(Cexte )2(βhα2 (Cinve )2) + βhα2 + 3) ≤ 1/4, where C1 is a positive constant, independent of

h2, that will appear in Lemma 3.

(A.7) C2βh
α
2 ≤ 1/2, where C2 is a positive constant, independent of h2, that will appear in Lemma 4.

(A.8) 6C2
reg

(
h2

2τR
2
2 + 2h2

2 + h2
1 +

4

3
R2h2

)
≤ 1/8 .

We observe that Assumption (A.4) holds true, for instance, when I1
h and I2

h are piecewise linear interpolations
of the interface I, i.e. α = 1, as in the example illustrated in Figure 1. It is also satisfied when there is a
gap of order h, i.e. α = 0, as in Figures 2 and 3. On the other hand (A.5)-(A.8) are satisfied for h small
enough when α > 0.

The main result of this section is the following stability estimate.

Theorem 2. Suppose Assumptions (A) and elliptic regularity (cf. 27) hold true. If α > 1/2 and h < 1,
then there exists h0 ∈ (0, 1), such that

2∑
i=1

‖qih‖2Ωi
h

+ ‖τ1/2(uih − ûih)‖2∂Ωi
h

+ ‖|σ|−1/2
(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h . (β + 1)

(
‖f |‖2Ω +

2∑
i=1

‖gi‖2Ωi
h

)
(17a)

and

2∑
i=1

‖uih‖2Ωi
h
.
(
β
(
h2α−1

2 + hα+1
2 +

)
+ h2

1 + h2
2

)(
‖f |‖2Ω +

2∑
i=1

‖gi‖2Ωi
h

)
+ βh2+α

2 ‖g2‖2Ω2
h
. (17b)
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Corollary 2.1. The HDG scheme (12) has a unique solution.

Proof. Let i ∈ {1, 2}. We observe that gi = 0 in HDG scheme (12). Hence, if f = 0, by Theorem 2, qih = 0,
uih = 0, ûih = 0 and ũih = 0.

The proof of Theorem 2 is postponed to Section 3.3. To that end, we first provide two technical Lemmas.

3.1 An energy argument

We now employ an energy argument to obtain a bound for the L2-norm of the approximation of the flux
qih, the L2-norm of the consistency error in the stabilization term τ1/2(uih− ûih) and also the L2-norm of the
term |σ|−1/2

(
ũ2
h ◦ φ

−1 − û2
h

)
which indicates the error associated to the transferred transmission condition

of the scalar variable. As we will see, the right hand side of this bound depends, in addition to the sources,
on terms involving the extrapolated polynomials and also on the L2-norm of the approximation of u.

Lemma 3. If Assumptions (A) hold, then there exists C1 > 0, independent of the meshsize, such that

2∑
i=1

‖qih‖2Ωi
h
+‖τ1/2(uih − ûih)‖2∂Ωi

h
+ ‖|σ|−1/2

(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h

≤12C1β
2h2α−2

2 ‖u2
h‖2I2h + 4‖f |‖2Ω + 2

2∑
i=1

‖uih‖2Ωi
h

+ 4(2 + 3R2)
2∑
i=1

‖gi‖2Ωi
h
. (18)

Proof. First of all, by testing equations (16a), (12b)-(12d) with

v =

{
q1
h in Ω1

h

q2
h in Ω2

h

, w =

{
u1
h in Ω1

h

u2
h in Ω2

h

andµ =


û1
h in ∂Ω1

h \ Γ1
h

û2
h in ∂Ω2

h \ Γ2
h

q̂1
h · n1 in ∂Γ1

h \ I1
h

q̂2
h · n2 in ∂Γ2

h \ I2
h

and adding them up, we obtain

2∑
i=1

‖qih‖2Ωi
h

+ ‖τ1/2(uih − ûih)‖2∂Ωi
h

+ Ti =
2∑
i=1

(f, uih)Ωi
h

+
2∑
i=1

(gi, qih)Ωi
h
, (19)

where Ti := 〈q̂ih · ni, ûih〉Iih , for i = 1, 2.

We now proceed to deduce how the transmission conditions (14) connect T1 and T2. More precisely, by
(14a) and (15b),

T1 = 〈q̂1
h · n1, ũ2

h〉I1h = 〈q1
h · n1 − (Eq1h

◦ φ) · n1 − (q̃1
h ◦ φ), ũ2

h〉I1h .

We now work with the right hand side of the last expression. Let e1 ∈ I1
h and e its corresponding face

F2
h . Since φ is a bijection and |e1| = |e|, we have

T1|e1 = 〈(q1
h ◦ φ−1) · n1 −Eq1h · n

1 + q̃1
h, ũ

2
h ◦ φ−1〉e = Teq + 〈q̃1

h, PM (ũ2
h ◦ φ−1)〉e,

where Teq := 〈(q1
h ◦ φ

−1) · n1 −Eq1h · n
1, ũ2

h ◦ φ
−1〉e and PM is the L2-projection on M(e). Thus, by (14b),

T1|e1 = Teq − 〈q̂
2
h · n2, PM (ũ2

h ◦ φ−1)〉e = Teq − 〈q̂
2
h · n2, ũ2

h ◦ φ−1〉e

and then

T1|e1 + T2|e = Teq − 〈q̂
2
h · n2, ũ2

h ◦ φ−1 − û2
h〉e.
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On the other hand, since by assumption ((A.2)), m(x(s)) = n2 for all s ∈ [0, 1], then x(s) = x2 + (x1−
x2)s = x2 + n2|σ(x2)|s and (15a) can be rewritten as

ũ2
h(x1) = û2

h(x2)−
∫ |σ(x2)|

0
Eq2h

(x2 + n2s) · n2 ds

= û2
h(x2)−

∫ |σ(x2)|

0

(
Eq2h

(x2 + n2s) · n2 − q2
h(x2) · n2

)
ds− |σ(x2)|q2

h(x2) · n2

= û2
h(x2)− |σ(x2)|Λ2

q2h
(x2)− |σ(x2)|q2

h(x2) · n2,

where we used the definition in (9). This implies that

q2
h(x2) · n2 = −|σ(x2)|−1(ũ2

h(x1)− û2
h(x2))− Λ2

q2h
(x2). (20)

Combining this identity with the above expression for T1|e1 + T2|e and the definition of the numerical flux
(12e), we obtain

T1|e1 + T2|e = Teq + 〈τ(u2
h − û2

h), ũ2
h ◦ φ−1 − û2

h〉e − 〈q2
h · n2, ũ2

h ◦ φ−1 − û2
h〉e

= Teq + 〈τ(u2
h − û2

h), ũ2
h ◦ φ−1 − û2

h〉e + ‖|σ|−1/2
(
ũ2
h ◦ φ−1 − û2

h

)
‖2e + 〈Λ2

q2h
, ũ2

h ◦ φ−1 − û2
h〉e.

Now, adding and subtracting ûh, we rewrite Teq as follows:

Teq : = 〈(q1
h ◦ φ−1) · n1 −Eq1h · n

1, ũ2
h ◦ φ−1 − û2

h〉e + 〈(q1
h ◦ φ−1) · n1 −Eq1h · n

1, û2
h〉e,

which, together with (19), implies

2∑
i=1

‖qih‖2Ωi
h
+‖τ1/2(uih − ûih)‖2∂Ωi

h
+ ‖|σ|−1/2

(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h

=〈(q1
h ◦ φ−1) · n1 −Eq1h · n

1, ũ2
h ◦ φ−1 − û2

h〉I2h − 〈Λ
2
q2h
, ũ2

h ◦ φ−1 − û2
h〉I2h

− 〈(q1
h ◦ φ−1) · n1 −Eq1h · n

1, û2
h〉I2h − 〈τ(u2

h − û2
h), ũ2

h ◦ φ−1 − û2
h〉I2h

+
2∑
i=1

(f, uih)Ωi
h

+
2∑
i=1

(gi, qih)Ωi
h
.

Before continuing, we would like to point out that T1 +T2 has been decomposed in such a way that the
mismatch between I1

h and I2
h is explicitly written in terms of ũ2

h ◦ φ
−1 − û2

h. In the particular case when
I1
h = I2

h, ũ2
h and û2

h coincide and therefore T1 + T2 vanishes.
No, by Young’s inequality, with δe > 0 at our disposal, we obtain

3

4

2∑
i=1

‖qih‖2Ωi
h
+

(
1− 3

2
max
x2∈I2h

(τ1/2|σ(x2)|1/2)

)
‖τ1/2(uih − ûih)‖2∂Ωi

h
+

1

2
‖|σ|−1/2

(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h

≤1

6
‖|σ|1/2((q1

h ◦ φ−1) · n1 −Eq1h · n
1)‖2I2h +

1

2
‖δ1/2
e ((q1

h ◦ φ−1) · n1 −Eq1h · n
1)‖2I2h

+
1

6
‖|σ|1/2Λ2

q2h
‖2I2h +

1

2
‖δ−1/2
e û2

h‖2I2h + ‖f |‖2Ω +
1

2

2∑
i=1

‖uih‖2Ωi
h

+ 2
2∑
i=1

‖gi‖2Ωi
h
. (21)

Now, for e ∈ I2
h by (11d), we have

‖(q1
h ◦ φ−1) · n1 −Eq1h · n

1‖e . reh
−1/2
Ke

Cexte ‖q1
h‖Ke

and also

‖|σ|1/2(q1
h ◦ φ−1) · n1 −Eq1h · n

1‖e . r3/2
e Cexte ‖q1

h‖Ke ,
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where Ke is the element where e belongs. Then, from these inequalities and (10), we conclude there exists
a constant C1 > 0, independent of the meshsize, such that

3

4

2∑
i=1

‖qih‖2Ωi
h
+

(
1− 3

2
max
x2∈I2h

(τ1/2|σ(x2)|1/2)

)
‖τ1/2(uih − ûih)‖2∂Ωi

h
+

1

2
‖|σ|−1/2

(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h

≤C1

(
max
e∈I2h

r3
e(C

ext
e Cinve )2 + max

e∈I2h
r3
e(C

ext
e )2 + max

e∈I2h
δer

2
eh
−1
Ke

(Cexte )2

)
‖q2

h‖2Ω2
h

+
1

2
‖δ−1/2
e û2

h‖2I2h + ‖f |‖2Ω +
1

2

2∑
i=1

‖uih‖2Ωi
h

+ 2
2∑
i=1

‖gi‖2Ωi
h
. (22)

Thus, by choosing δe = C−1
1 r−2

e hKe(C
ext
e )−24−1, we have

1

2

2∑
i=1

‖qih‖2Ωi
h
+

(
1− 3

2
max
x2∈I2h

(τ1/2|σ(x2)|1/2)

)
‖τ1/2(uih − ûih)‖2∂Ωi

h
+

1

2
‖|σ|−1/2

(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h

≤C1

(
max
e∈I2h

r3
e(C

ext
e Cinve )2 + max

e∈I2h
r3
e(C

ext
e )2

)
‖q2

h‖2Ω2
h

+ C1‖reh−1/2
Ke

Cexte û2
h‖2I2h + ‖f |‖2Ω +

1

2

2∑
i=1

‖uih‖2Ωi
h

+ 2
2∑
i=1

‖gi‖2Ωi
h
. (23)

On the other hand, modifying the proof of Theorem 4.1 in [4], it is not difficult to show that for each
e ∈ I2

h,

reh
−1/2
Ke
‖û2

h‖e . re‖q2
h‖Ke + reh

−1
Ke
‖u2

h‖Ke + re‖g2‖Ke . (24)

Then, (22) implies

1

2

2∑
i=1

‖qih‖2Ωi
h
+

(
1− 3

2
max
x2∈I2h

(τ1/2|σ(x2)|1/2)

)
‖τ1/2(uih − ûih)‖2∂Ωi

h
+

1

2
‖|σ|−1/2

(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h

≤C1

(
max
e∈I2h

r3
e(C

ext
e Cinve )2 + max

e∈I2h
r3
e(C

ext
e )2 + 3 max

e∈I2h
r2
e(C

ext
e )2

)
‖q2

h‖2Ω2
h

+ 3C1 max
e∈I2h

r2
eh
−2
Ke
‖u2

h‖2I2h + ‖f |‖2Ω +
1

2

2∑
i=1

‖uih‖2Ωi
h

+ (2 + 3R2)
2∑
i=1

‖gi‖2Ωi
h
. (25)

The results follows by Assumptions (A.4), (A.5) and (A.6).

We observe that we need to provide an estimate for the L2-norm of u1
h and u2

h. To that end, we will
employ a duality argument.

3.2 A duality argument

Given Θ ∈ L2(Ω), we will assume that the solution (ϕ, ψ) of

ϕ+∇ψ = 0 in Ω, (26a)

∇ ·ϕ = Θ in Ω, (26b)

ψ = 0 on ∂Ω (26c)

has regularity
‖ϕ‖H1(Ω) + ‖ψ‖H2(Ω) ≤ Creg‖Θ‖Ω, (27)

where Creg > 0 depends on the domain Ω. This result holds, for instance, for convex, polyhedral domains
and for domains with C2-boundaries.
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Lemma 4. If Assumptions (A) and (27) hold true, then there exists C2 > 0, independent of the meshsize,
such that

2∑
i=1

‖uih‖2Ωi
h
.C2

2

(
(R2h2)2 +R2h

2
2 + β2h2α−1

2 max
e∈I2h

(Cexte )2 +
R2h2

2C1
+ (R2h2)2τ + h2

1 + h2
2

)
(
‖|σ|−1/2(ũ2

h ◦ φ−1 − û2
h)‖2I2h + ‖τ1/2(u2

h − û2
h)‖2I2h +

2∑
i=1

‖qih‖2Ωi
h

)
+ C2

2R2h
2
2‖g2‖2Ω2

h
. (28)

Proof. By the result of Lemma 3.3 in [6] applied to our context, it can be shown that given Θ ∈ L2(Ω) and
any ψ ∈Wh, the solution of (26) satisfies

2∑
i=1

(uih,Θ)Ωi
h

=

2∑
i=1

(qih,ΠV iϕ−ϕ)Ωi
h

+

2∑
i=1

Tiu, (29)

where, for i = 1, 2, Tiu := 〈ûih,ϕ · ni〉Iih − 〈q̂
i
h · ni, ψ〉Iih and ΠV i is the HDG projection into V i

h defined

in (3). Similarly to tjhe ideas behind the proof of Lemma 3, we will explicitly write T1
u + T2

u in terms of
quantities related to the mismatch between I1

h and I2
h. To that end, by using (14a), (15b) and mapping the

integrals from I1
h to I2

h, we have

T1
u :=〈û1

h,ϕ · n1〉I1h − 〈q̂
1
h · n1, ψ〉I1h

=〈û1
h,ϕ · n1〉I1h − 〈q

1
h · n1 − (Eq1h

◦ φ) · n1 + (q̃1
h ◦ φ), ψ〉I1h

=〈ũ2
h,ϕ · n1〉I2h − 〈(q

1
h ◦ φ−1) · n1 −Eq1h · n

1 + q̃1
h, ψ ◦ φ−1〉I2h

=− 〈ũ2
h ◦ φ−1, (ϕ ◦ φ−1) · n2〉I2h + 〈(q1

h ◦ φ−1) · n2 −Eq1h · n
2 + q̂2

h · n2, ψ ◦ φ−1〉I2h .

Then,

T1
u + T2

u =〈û2
h,ϕ · n2〉I2h − 〈ũ

2
h ◦ φ−1, (ϕ ◦ φ−1) · n2〉I2h + 〈q̂2

h · n2, ψ ◦ φ−1 − ψ〉I2h
+ 〈(q1

h ◦ φ−1) · n2 −Eq1h · n
2, ψ ◦ φ−1〉I2h

=〈û2
h,ϕ · n2 − (ϕ ◦ φ−1) · n2〉I2h − 〈ũ

2
h ◦ φ−1 − û2

h, (ϕ ◦ φ−1) · n2〉I2h
+ 〈(q1

h ◦ φ−1) · n2 −Eq1h · n
2, ψ ◦ φ−1〉I2h + 〈q̂2

h · n2, ψ ◦ φ−1 − ψ〉I2h .

In addition, by (20),

〈q̂2
h · n2, ψ ◦ φ−1 − ψ〉I2h =〈q2

h · n2, ψ ◦ φ−1 − ψ〉I2h + 〈τ(u2
h − û2

h), ψ ◦ φ−1 − ψ〉I2h
=− 〈|σ|−1(ũ2

h ◦ φ−1 − û2
h), ψ ◦ φ−1 − ψ〉I2h − 〈Λ

2
q2h
, ψ ◦ φ−1 − ψ〉I2h

+ 〈τ(u2
h − û2

h), ψ ◦ φ−1 − ψ〉I2h ,

which implies that

T1
u + T2

u =〈û2
h,ϕ · n2 − (ϕ ◦ φ−1) · n2〉I2h − 〈ũ

2
h ◦ φ−1 − û2

h, (ϕ ◦ φ−1) · n2〉I2h
+ 〈(q1

h ◦ φ−1) · n2 −Eq1h · n
2, ψ ◦ φ−1〉I2h

− 〈|σ|−1(ũ2
h ◦ φ−1 − û2

h), ψ ◦ φ−1 − ψ〉I2h − 〈Λ
2
q2h
, ψ ◦ φ−1 − ψ〉I2h

+ 〈τ(u2
h − û2

h), ψ ◦ φ−1 − ψ〉I2h =

5∑
i=1

Si,
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where

S1 := −〈|σ|−1/2(ũ2
h ◦ φ−1 − û2

h), |σ|1/2(ϕ ◦ φ−1) · n2 + |σ|−1/2(−ψ ◦ φ−1 + ψ)〉I2h ,

S2 := 〈û2
h,ϕ · n2 − (ϕ ◦ φ−1) · n2〉I2h ,

S3 := 〈(q1
h ◦ φ−1) · n2 −Eq1h · n

2, ψ ◦ φ−1〉I2h ,

S4 := −〈Λ2
q2h
, ψ ◦ φ−1 − ψ〉I2h ,

S5 := 〈τ(u2
h − û2

h), ψ ◦ φ−1 − ψ〉I2h

We now bound each of these terms by the Cauchy-Schwarz inequality, the estimates in Lemma 1 and
the regularity assumption (27):

S1 . R2 h2‖|σ|−1/2(ũ2
h ◦ φ−1 − û2

h)‖I2h ‖ψ‖H2(Ω) . R2 h2‖|σ|−1/2(ũ2
h ◦ φ−1 − û2

h)‖I2h ‖Θ‖Ω,

S2 . ‖|σ|1/2û2
h‖I2h‖ϕ‖H1(Ω) . ‖|σ|1/2û2

h‖I2h‖Θ‖Ω,

S3 . max
e∈I2h

(reh
−1/2
Ke

Cexte ) ‖q1
h‖I2h‖ψ ◦ φ

−1‖I2h . max
e∈I2h

(reh
−1/2
Ke

Cexte ) ‖q1
h‖I2h‖Θ‖Ω,

S4 . (R2h2)1/2‖|σ|1/2Λ2
q2h
‖I2h‖ψ‖H1(Ω) . (R2h2)1/2‖|σ|1/2Λ2

q2h
‖I2h‖Θ‖Ω,

S5 . R2 h2 τ
1/2 ‖τ(u2

h − û2
h)‖I2h‖ψ‖H1(Ω) . R2 h2 τ

1/2 ‖τ(u2
h − û2

h)‖I2h‖Θ‖Ω.

In addition, by (24) and noticing that |σ(x2)| ≤ rehKe for all x2 ∈ e and e ∈ I2
h, S2 can be bounded as

S2 .
(
R

1/2
2 h2‖q2

h‖Ω2
h

+R
1/2
2 ‖u

2
h‖Ω2

h
+R

1/2
2 h2‖g2‖Ω2

h

)
‖Θ‖Ω.

Also, by the estimate in (10a), we have S4 . R2
2h

1/2
2 max

e∈I2h
(Cexte Cinve )‖q2

h‖Ω2
h
‖Θ‖Ω.

In summary, combining (29) with the bound for Si (i = 1, ..., 5) and noticing that

‖ΠV iϕ−ϕ‖Ωi
h
≤ Creghi‖Θ‖Ω,

by (4a), we obtain

2∑
i=1

(uih,Θ)Ωi
h
.‖Θ‖Ω

(
R2h2 +R

1/2
2 h2 + max

e∈I2h
(reh

−1/2
Ke

Cexte ) +R2
2h

1/2
2 max

e∈I2h
Cexte Cinve +R2h2τ

1/2 + h1 + h2

)
(
‖|σ|−1/2(ũ2

h ◦ φ−1 − û2
h)‖I2h + ‖τ1/2(u2

h − û2
h)‖I2h +

2∑
i=1

‖qih‖Ωi
h

)
+R

1/2
2 ‖u

2
h‖Ω2

h
‖Θ‖Ω +R

1/2
2 h2‖g2‖Ω2

h
‖Θ‖Ω.

Then, we take Θ =

{
u1
h in Ω1

h

u2
h in Ω2

h

and we conclude that there exists C2 > 0, independent of the meshsize,

such that

( 2∑
i=1

‖uih‖2Ωi
h

)1/2

≤C2

(
R2h2 +R

1/2
2 h2 + max

e∈I2h
(reh

−1/2
Ke

Cexte ) +R2
2h

1/2
2 max

e∈I2h
Cexte Cinve +R2h2τ

1/2 + h1 + h2

)
(
‖|σ|−1/2(ũ2

h ◦ φ−1 − û2
h)‖I2h + ‖τ1/2(u2

h − û2
h)‖I2h +

2∑
i=1

‖qih‖Ωi
h

)
+ C2R

1/2
2 ‖u

2
h‖Ω2

h
+ C2R

1/2
2 h2‖g2‖Ω2

h
.

The result follows by considering Assumptions (A.4), (A.6) and (A.7).
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3.3 Proof of Theorem 2

Proof. Combining the estimates in Lemmas 3 and 4 we obtain (17b). In addition, by Lemma 3 and the
estimate in Lemma 4 we have

2∑
i=1

‖qih‖2Ωi
h
+‖τ1/2(uih − ûih)‖2∂Ωi

h
+ ‖|σ|−1/2

(
ũ2
h ◦ φ−1 − û2

h

)
‖2I2h

.(1 + β2h2α−2
2 )

(
β
(
h2α−1

2 + hα+1
2 + h

2(α+1)
2 τ

)
+ h2

1 + h2
2

)(
‖f |‖2Ω +

2∑
i=1

‖gi‖2Ωi
h

)

+ ‖f |‖2Ω + (2 + βh2)

2∑
i=1

‖gi‖2Ωi
h

+ (β3h3α
2 + βh2+α

2 )‖g2‖2Ω2
h
,

which, after recalling that h1, h2 < 1 and α > 1/2, implies (17a).

4 Error estimates

Let us proceed now to derive the error estimates of the proposed method (12). To that end, we employ the
stability estimate deduced in previous sections.

Let us consider the solution (q, u) (1). For i ∈ {1, 2} we introduce the projection of the errors εq
i

:=
ΠV iq − qih, εu

i
:= ΠW iu − uih and εû

i
:= PM iu − ûih, where we PM i is the L2 projection into M i

h; and the

error of the projections Iq
i

:= q −ΠV iq and Iu
i

:= u − ΠW iu. Using these quantities we can decompose

the HDG error q − qih = εq
i

+ Iq
i

and u− uih = εu
i

+ Iu
i
; and then the projection of the errors satisfies

(εq
i
,v)Ωi

h
− (εu

i
,∇ · v)Ωi

h
+ 〈ûih,v · ni〉∂Ωi

h
= −(Iq

i
,v)Ωi

h
, (30a)

−(εq
i
,∇w)Ωi

h
+ 〈ε̂qi · ni, w〉∂Ωi

h
= 0 (30b)

〈ε̂qi · ni, µ〉∂Ωi
h\Γ

i
h

= 0, (30c)

〈εûi , µ〉Γi
h\I

i
h

= 0, (30d)

for all (v, w, µ) ∈ V i
h ×W i

h ×M i
h, where εq̂

i · ni := εq
i · ni + τ(εu

i − εûi) on ∂Ωi
h; and

〈εû1 − εũ2 , µ〉I1h = 0, ∀µ ∈M1
h (30e)

〈εq̂2 · n2 + εq̃
2
, µ〉I2h = 0, ∀µ ∈M2

h (30f)

where εũ
2

:= PM1u− ũ2
h and εq̃

2
:= q2 · n2 − q̃1

h.

By the stability estimate (17a) applied to (30), where Iq
i

and 0 play the role of gi and f respectively,
we obtain

2∑
i=1

‖εqi‖2Ωi
h

+ ‖τ1/2(εu
i − εûi)‖2∂Ωi

h
+ ‖|σ|−1/2

(
εũ

2 ◦ φ−1 − εû2
)
‖2I2h . (β (1 + τ) + 1)

2∑
i=1

‖Iqi‖2Ωi
h
. (31)

Moreover, by (17b),

2∑
i=1

‖εui‖2Ωi
h
.
(
β
(
h2α−1

2 + hα+1
2 + h

2(α+1)
2 τ

)
+ h2

1 + h2
2

)( 2∑
i=1

‖Iqi‖2Ωi
h

)
. (32)

Finally, by (31) and (32) and the properties of the HDG projectors (c.f. (4)), we obtain the following
result.
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Theorem 5. Suppose Assumptions (A) hold true, α > 1/2 and elliptic regularity holds. If τ is of order one
and (q, u) ∈H lq+1(Ω)×H lu+1(Ω), then(

2∑
i=1

‖q − qih‖2Ωi
h

)1/2

+

(
2∑
i=1

‖u− uih‖2Ωi
h

)1/2

.

(
2∑
i=1

h
2(lq+1)
i ‖q‖2Ωi

h

)1/2

+

(
2∑
i=1

h
2(lu+1)
i ‖u‖2Ωi

h

)1/2

.

for all h ∈ (0, 1).

Corollary 5.1. Suppose the same assumptions of Theorem 5 hold. If (q, u) ∈Hk+1(Ω)×Hk(Ω), then(
2∑
i=1

‖q − qih‖2Ωi
h

)1/2

+

(
2∑
i=1

‖u− uih‖2Ωi
h

)1/2

. hk+1
1 + hk+1

2 .

We finish this section by showing the error estimates of a postprocessing of uih (i = 1, 2). In particular,
as introduced by Stenberg [14], it is possible to define a locally post-processed function (u∗h)i to be the
piecewise polynomial function satisfying, for all K ∈ Ωi

h,

(u∗h)i ∈ Pk+1(K)

(∇(u∗h)i,∇wh)K = (qih,∇wh)K ∀wh ∈ Pk+1(K), (33a)

((u∗h)i, 1)K = (uih, 1)K . (33b)

In addition, under the assumptions of Corollary (5.1), the post-processed solution satisfies (cf. [4])

‖u− (u∗h)i‖Ωi
h
. ‖εui‖Ωi

h
+ hi‖qi − qih‖Ωi

h
+ hk+2

i |q|Hk+1(Ωi
h).

Then, by (32), (4a) and Corollary (5.1),

2∑
i=1

‖u− (u∗h)i‖2Ωi
h
.
(
β
(
h2α−1

2 + hα+1
2 + h

2(α+1)
2

)
+ h2

1 + h2
2

)
(h

2(k+1)
1 + h

2(k+1)
2 ) + h

2(k+2)
1 + h

2(k+2)
2 .

Remark 6. The above estimates indicates that, if β = 0 (i.e. no gap), the post-processed solution super-
converges with order hk+2

2 , since h1 < h2. On the other hand, if β 6= 0 and then the order of convergence is

h
k+1+ 1

2
min{2α−1,α+1}

2 .

5 Numerical Results

We consider four numerical examples to illustrate the convergence rates of the method. For all the examples
we consider the physical domain Ω to be a square [0, 1] × [0, 1], which is approached by the computational
domains Ω1

h ∪Ω2
h. The four examples differ in the way the subdomains Ωi

h are geometrically interfaced. We
use the same manufactured solution u(x, y) = sin(πx) sin

[
π(−0.2y2 + 1.2y)

]
, for all the numerical tests.

The forcing term f , and the homogeneous Dirichlet boundary conditions applied on x = ±1 and y = ±1 are
derived from this exact solution. The stabilization parameter τ is always set equal to one. Following [6, 7],
we compute the errors

eq :=
1

|Ωh|1/2

(
2∑
i=1

‖qi − qih‖2Ωi
h

)1/2

, eu :=
1

|Ωh|1/2

(
2∑
i=1

‖ui − uih‖2Ωi
h

)1/2

eu∗ :=
1

|Ωh|1/2

(
2∑
i=1

‖ui − (u∗h)i‖2Ωi
h

)1/2

,

where |Ωh| = |Ω1
h| + |Ω2

h| is the total volume of the computational domain. In addition, for each variable,
we compute the experimental order of convergence defined as e.o.c. = log

(
eh1/eh2

)
/(h1/h2), where eh1 and

eh2 are the errors associated to the corresponding variable considering two consecutive meshes with h1 and
h2 elements, respectively.
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5.1 Test cases with ratios re = O(h)

For the first test, Ω1
h and Ω2

h are two symmetric uniform quadrilateral meshes separated by a flat interface
centered at y = 0.5 and with a gap of thickness h2/2. The computational domains are similar to the ones
illustrated in Figure 5, although the gap used in the current example is smaller than the one depicted in
Figure 5. Note that the area of the computational domain increases as the mesh is refined, which motivates
the use of error norms rescaled with |Ωh|1/2.

The ratio re = h/2 is uniform on the interface. According to the notation in Assumptions A, α = 1 and
β = 2, and all those assumptions are satisfied for h2 small enough. Table 1 shows the errors and convergence
rates for the approximate solution uh, the approximate gradient qh, and the post-processed solution u∗h. We
observe that the HDG approximation of u and q converges with order k + 1 as predicted by Corollary 5.1.
We also observe an experimental order of convergence of k+ 2 for the post-processed solution, which is half
a power better than the one stated in Remark 5.1.

k mesh size h eu e.o.c eq e.o.c eu∗ e.o.c

5.000e-01 1.20e-01 – 3.57e-01 – 5.89e-02 –
2.500e-01 4.55e-02 1.40 1.43e-01 1.33 9.93e-03 2.57
1.250e-01 1.40e-02 1.70 4.44e-02 1.68 1.49e-03 2.73

1 6.250e-02 3.91e-03 1.84 1.24e-02 1.84 2.07e-04 2.85
3.125e-02 1.03e-03 1.92 3.28e-03 1.92 2.72e-05 2.92
1.562e-02 2.66e-04 1.96 8.43e-04 1.96 3.50e-06 2.96
7.812e-03 6.74e-05 1.98 2.14e-04 1.98 4.43e-07 2.98

5.000e-01 3.32e-02 – 1.61e-01 – 2.48e-02 –
2.500e-01 4.01e-03 3.05 1.44e-02 3.49 1.43e-03 4.11
1.250e-01 5.58e-04 2.85 1.80e-03 3.00 7.46e-05 4.26

2 6.250e-02 7.48e-05 2.90 2.37e-04 2.92 4.13e-06 4.18
3.125e-02 9.69e-06 2.95 3.07e-05 2.95 2.41e-07 4.10
1.562e-02 1.23e-06 2.97 3.90e-06 2.98 1.46e-08 4.05
7.812e-03 1.55e-07 2.99 4.92e-07 2.99 8.94e-10 4.03

5.000e-01 2.32e-03 – 1.12e-02 – 1.77e-03 –
2.500e-01 2.12e-04 3.46 8.73e-04 3.69 1.29e-04 3.78
1.250e-01 1.35e-05 3.97 4.63e-05 4.24 4.11e-06 4.98

3 6.250e-02 8.76e-07 3.95 2.82e-06 4.03 1.21e-07 5.08
3.125e-02 5.61e-08 3.97 1.78e-07 3.98 3.63e-09 5.06
1.562e-02 3.55e-09 3.98 1.13e-08 3.99 1.11e-10 5.04
7.812e-03 2.23e-10 3.99 7.08e-10 3.99 3.13e-12 5.14

Table 1: History of convergence of the HDG method for a square domain with a flat interface, and re = h/2
(α = 1 and β = 2).

For the second test, we now consider that Ω1
h and Ω2

h are connected via non-matching curved interfaces.
The computational domains make use of isoparametric curved elements to represent two different curved
interfaces. More specifically,

I1
h interpolates the curve y(x) = 0.5 + 0.025 sin(4πx),

I2
h interpolates the curve y(x) = 0.5 +

(
0.025 + h2/2

)
sin(4πx).

The computational domains are similar to the ones illustrated in Figure 6, although the gap used in the
current example is smaller than the one depicted in Figure 6. From the definitions of the computational
interfaces, it is obvious that the two subdomains partially overlap and partially separate, with the width of
both gaps and overlaps being bound by h2/2. Therefore, re ≤ h/2, and Assumption (A.4) holds with α = 1
and β = 2. Assumption (A.3) is no longer exactly satisfied since the direction of the connecting segments
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m deviates from the element normals. However, here 1−m · n1 and 1−m · n2 remain small all along the
computational interfaces. Finally, all the other Assumptions A are satisfied for h2 small enough. Note that
no special treatment is applied in the overlapped regions, as the extrapolation operator (2) becomes a mere
interpolation.

In Table 2 we show the results for this case and observe that the approximations of all the variables
converge with order k+1, verifying Corollary 5.1, and the post-processed solution converges with order k+2.
Interestingly, it seems that the use of curved elements, non-normal connecting segments, and overlapping
regions does not downgrade the convergence rates observed for the previous case.

k mesh size h eu e.o.c eq e.o.c eu∗ e.o.c

5.000e-01 1.37e-01 – 3.68e-01 – 5.99e-02 –
2.500e-01 4.68e-02 1.54 1.45e-01 1.35 1.11e-02 2.43
1.250e-01 1.43e-02 1.71 4.57e-02 1.66 1.71e-03 2.70

1 6.250e-02 3.96e-03 1.85 1.29e-02 1.83 2.39e-04 2.84
3.125e-02 1.05e-03 1.92 3.49e-03 1.88 3.17e-05 2.91
1.562e-02 2.70e-04 1.96 9.30e-04 1.91 4.13e-06 2.94
7.812e-03 6.86e-05 1.98 2.46e-04 1.92 5.30e-07 2.96

5.000e-01 2.63e-02 – 8.43e-02 – 3.51e-03 –
2.500e-01 5.22e-03 2.33 2.15e-02 1.97 6.01e-04 2.55
1.250e-01 6.38e-04 3.03 2.50e-03 3.11 2.38e-05 4.66

2 6.250e-02 8.48e-05 2.91 3.45e-04 2.86 1.42e-06 4.07
3.125e-02 1.11e-05 2.93 4.69e-05 2.88 8.99e-08 3.98
1.562e-02 1.42e-06 2.96 6.22e-06 2.91 5.75e-09 3.97
7.812e-03 1.81e-07 2.98 8.08e-07 2.95 3.67e-10 3.97

5.000e-01 1.33e-02 – 1.51e-01 – 1.18e-02 –
2.500e-01 4.50e-04 4.89 2.45e-03 5.95 6.51e-05 7.50
1.250e-01 4.56e-05 3.30 2.62e-04 3.22 2.23e-06 4.87

3 6.250e-02 3.17e-06 3.85 1.83e-05 3.84 6.16e-08 5.18
3.125e-02 2.09e-07 3.92 1.23e-06 3.89 1.94e-09 4.99
1.562e-02 1.35e-08 3.95 8.07e-08 3.93 6.13e-11 4.98
7.812e-03 8.62e-10 3.97 5.19e-09 3.96 1.94e-12 4.98

Table 2: History of convergence of the HDG method for a square domain with partially overlapping curved
meshes and with re < h/2 (α = 1 and β = 2).

5.2 Test cases with re = O(1)

We now consider two new numerical examples replicating the two first examples with wider mesh gaps.
The third example is similar to the first one, but with a gap width now equal to h/4 as shown in Figure 5.

We present the numerical results in Table 3. Even though this scenario is not covered by our theory since
now re = 1/4 and α = 0, we observe that all the approximate variables still converge with the optimal order
k + 1. However, the superconvergence of the post-processed variable is lost.

Finally, we set a fourth example similar to the second one, by changing the definition of the computational
interface

I2
h interpolating the curve y(x) = 0.5 + (0.025 + h/4) sin(4πx),

such that now re ≤ 1/4. Since α = 0, this case is still not covered by the analysis. The computational
domains are illustrated in Figure 6. In Table 4, we show the results for this case and observe that the
approximations of all the variables converge with order k + 1.

Although there is not yet an analysis for the case re = O(1), i.e α = 0, it seems that our method provides
optimal orders of convergence for both the approximated solution and the approximated gradient.
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σ

h/4

h

Figure 5: Two of the meshes used for the third numerical example, with re = 1/4 and flat interfaces. h = 1/4
for the left mesh, and h = 1/8 for the right one. Note the connecting segments σ at the interface Gauss
points drawn in green (here, k = 2).

k mesh size h eu e.o.c eq e.o.c eu∗ e.o.c

5.000e-01 1.20e-01 – 3.57e-01 – 5.89e-02 –
2.500e-01 4.43e-02 1.44 1.41e-01 1.34 8.95e-03 2.72
1.250e-01 1.38e-02 1.69 4.42e-02 1.68 1.15e-03 2.96

1 6.250e-02 3.88e-03 1.83 1.24e-02 1.83 2.63e-04 2.13
3.125e-02 1.03e-03 1.91 3.30e-03 1.91 8.31e-05 1.66
1.562e-02 2.66e-04 1.95 8.52e-04 1.96 2.40e-05 1.79
7.812e-03 6.76e-05 1.98 2.16e-04 1.98 6.44e-06 1.90

5.000e-01 3.32e-02 – 1.61e-01 – 2.48e-02 –
2.500e-01 4.96e-03 2.74 2.20e-02 2.87 3.46e-03 2.84
1.250e-01 6.74e-04 2.88 2.79e-03 2.98 4.19e-04 3.05

2 6.250e-02 8.83e-05 2.93 3.50e-04 2.99 5.02e-05 3.06
3.125e-02 1.13e-05 2.96 4.39e-05 3.00 6.09e-06 3.04
1.562e-02 1.43e-06 2.98 5.50e-06 3.00 7.49e-07 3.02
7.812e-03 1.80e-07 2.99 6.88e-07 3.00 9.27e-08 3.01

5.000e-01 2.32e-03 – 1.12e-02 – 1.77e-03 –
2.500e-01 4.03e-04 2.53 2.06e-03 2.45 3.72e-04 2.25
1.250e-01 3.37e-05 3.58 1.71e-04 3.59 3.15e-05 3.56

3 6.250e-02 2.35e-06 3.84 1.18e-05 3.85 2.20e-06 3.84
3.125e-02 1.54e-07 3.93 7.72e-07 3.94 1.44e-07 3.93
1.562e-02 9.84e-09 3.97 4.92e-08 3.97 9.19e-09 3.97
7.812e-03 6.21e-10 3.99 3.10e-09 3.99 5.80e-10 3.99

Table 3: History of convergence of the HDG method for a square domain with a flat interface and re = 1/4
(α = 0 and β = 1/4).
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σ

h/4

h/4

h

Figure 6: Two of the meshes used for the fourth numerical example, with curved elements, k = 2 being
displayed here. h = 1/4 for the left mesh, and h = 1/8 for the right one. Note the length of the connecting
segments is bounded by h/4, in both the overlap and the gap areas.

k mesh size h eu e.o.c eq e.o.c eu∗ e.o.c

5.000e-01 1.37e-01 – 3.68e-01 – 5.99e-02 –
2.500e-01 4.68e-02 1.54 1.45e-01 1.35 1.11e-02 2.43
1.250e-01 1.45e-02 1.69 4.70e-02 1.62 1.67e-03 2.74

1 6.250e-02 4.00e-03 1.86 1.32e-02 1.84 2.21e-04 2.92
3.125e-02 1.05e-03 1.92 3.55e-03 1.89 2.83e-05 2.96
1.562e-02 2.71e-04 1.96 9.42e-04 1.91 4.83e-06 2.55
7.812e-03 6.87e-05 1.98 2.48e-04 1.93 1.25e-06 1.95

5.000e-01 2.63e-02 – 8.43e-02 – 3.51e-03 –
2.500e-01 6.69e-03 1.97 2.92e-02 1.53 1.07e-03 1.72
1.250e-01 7.62e-04 3.13 3.29e-03 3.15 6.78e-05 3.98

2 6.250e-02 9.34e-05 3.03 4.08e-04 3.01 7.93e-06 3.10
3.125e-02 1.17e-05 3.00 5.17e-05 2.98 1.02e-06 2.96
1.562e-02 1.47e-06 2.99 6.59e-06 2.97 1.31e-07 2.96
7.812e-03 1.84e-07 3.00 8.37e-07 2.98 1.67e-08 2.97

5.000e-01 1.33e-02 – 1.51e-01 – 1.18e-02 –
2.500e-01 8.88e-04 3.90 5.02e-03 4.92 1.74e-04 6.08
1.250e-01 7.26e-05 3.61 4.00e-04 3.65 8.64e-06 4.33

3 6.250e-02 4.39e-06 4.05 2.49e-05 4.01 5.28e-07 4.03
3.125e-02 2.51e-07 4.13 1.46e-06 4.09 3.57e-08 3.89
1.562e-02 1.50e-08 4.07 8.90e-08 4.04 2.36e-09 3.92
7.812e-03 9.14e-10 4.03 5.51e-09 4.02 1.52e-10 3.95

Table 4: History of convergence of the HDG method for a square domain with partially overlapping curved
meshes, and re ≤ 1/4 (α = 0 and β = 1/4).

Appendix

Proof of Lemma 1.

Proof. By a density argument, it is enough to show the first three estimates assuming ψ ∈ C∞ ∩ H2(Ω).
First, let e ∈ I2

h and x2. By Taylor’s theorem, we write

ψ(x2) = ψ(φ−1(x2)) + |σ(x2)|∂n2ψ(φ−1(x2)) +Rψ(x2), (34)
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where the residual is given by Rψ(x2) :=

∫ |σ(x2)|

0
(σ(x2) − s)∂2

n2ψ(x1 + sn2) ds. By the Cauchy-Schwarz

inequality, is it possible to obtain that |Rψ(x2)|2 ≤ |σ(x2)|3

3
‖∂2
n2ψ‖2L2(0,|σ(x2)|). Then, since ϕ = −∇ψ, from

(34), we deduce(
|σ(x2)|−1/2(ψ(x2)− ψ(φ−1(x2)) + |σ(x2)|1/2ϕ(φ−1(x2)) · n2)

)2
≤ |σ(x2)|2

3
‖∂2
n2ψ‖2L2(0,|σ(x2)|).

Integrating this expression along e and bounding the norm of the second derivatives by the H2-norm, we
obtain

‖|σ|−1/2(ψ − ψ ◦ φ−1) + |σ(x2)|1/2(ϕ ◦ φ−1) · n2)‖2e ≤
1

3
max
x2∈e

|σ(x2)|2 ‖ψ‖2H2(Ω).

Thus, since |σ(x2)| ≤ R2h2, for all x2 ∈ e, (11a) follows. Similarly, from (34), we can bound

||σ(x2)|−1/2(ψ(x2)− ψ(φ−1(x2)))|2 ≤ 2|σ(x2)| |∂n2ψ(φ−1(x2))|2 + 2|σ(x2)|−1|Rψ(x2)|2

≤ 2|σ(x2)| |∂n2ψ(φ−1(x2))|2 +
2

3
|σ(x2)|2‖∂2

n2ψ‖2L2(0,|σ(x2)|),

where, for the last step, we have used the fact that ϕ = −∇ψ. Thus, integrating previous expression over
e, considering that |σ(x2)|2 ≤ |σ(x2)| and bounding the norm of the second derivatives by the H2-norm, we
conclude

‖|σ(x2)|−1/2(ψ(x2)− ψ(φ−1(x2)))‖2e . max
x2∈e

|σ(x2)| ‖ψ‖2H2(Ω),

which implies (11a), since max
x2∈e

≤ R2h2.

Now, to show (11c), again by Taylor’s theorem, we write

ϕ(x2) · n2 = ϕ(φ−1(x2)) · n2 +Rϕ(x2),

where Rϕ(x2) :=

∫ |σ(x2)|

0
∂n2(ϕ(x1 + sn2) · n2) ds. The estimate in (11c) follows by the same arguments

employed before and noticing that |Rϕ(x2)|2 ≤ |σ(x2)|‖∂n2(ϕ · n2)‖2L2(0,|σ(x2)|).

Finally, let e ∈ I2
h with Ke the element where e belongs. If p ∈ P(Ke), repeating the same arguments as

above, for x2 ∈ e is possible to deduce that

|p(x2)− p(φ(x2))|2 ≤ |σ(x2)| ‖∇p‖2L2(0,|σ(x2)|).

Integrating along e and recalling the definition of Kext
e in (5), we have

‖p− p ◦ φ−1‖2e ≤ |σ(x2)| ‖∇p‖2Kext
e
≤ |σ(x2)| (Cexte )2 re h

−2
Ke
‖p‖2Ke

,

where we used the definition of Cexte (cf. (8)) and the inverse inequality on Ke. Thus, (11d) follows after
noticing that |σ(x2)| ≤ rehKe .
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