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Abstract. Models and numerical methods of the impact of tsunamis on coastal forests are of vital

importance for exploring the potential of coastal vegetation as a means of mitigation. Such a model

is formulated as a multilayer shallow water system based on a free-surface formulation of the Euler

equations for an ideal fluid. Specifically, the Euler equations are approximated by a layer averaged

non-hydrostatic (LDNH) approach involving linear pressures and piecewise constant velocities. Fur-

thermore, based on [K. Iimura and N. Tanaka, Numerical simulation estimating e↵ects of tree density

distribution in coastal forest on tsunami mitigation, Ocean Engrg. 54 (2012) 223–232] drag forces,

inertia forces, and porosity are added to model the interaction with the forest. These ingredients are

specified in a layer-wise manner. Thus, the vertical features of the forest are described with higher

accuracy than within a single-layer approach. Projection methods for the non-hydrostatic pressure in

conjunction with polynomial viscosity matrix finite volume methods [M. J. Castro and E. Fernández-

Nieto, A class of computationally fast first order finite volume solvers: PVM methods. SIAM J. Sci.

Comput. 34 (2012) A2173–A2196] are employed for the numerical solution of the multilayer model,

that is for the propagation of tsunamis and coastal flooding. Experimental observations and field data

are used to validate the model. In general good agreement is obtained. Results indicate, moreover,

that coastal vegetation can operate as an e�cient natural barrier against coastal hazards and can

significantly reduce the e↵ects of tsunamis.
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2 Departamento de Matemática Aplicada I, ETS Arquitectura, Universidad de Sevilla, Avda. Reina Mercedes No. 2, 41012
Sevilla, Spain.

© EDP Sciences, SMAI 1999

0DQXVFULSW &OLFN�KHUH�WR�DFFHVV�GRZQORDG�0DQXVFULSW�DUWLFOH�SGI



2 TITLE WILL BE SET BY THE PUBLISHER

1. Introduction

1.1. Scope

A number of geophysical applications such as shallow water flows, free surface flows, gravity currents, sediment
transport and avalanches give rise to a system of first-order partial di↵erential equations (PDEs) in the vectorial
form

@tW + @xF (W ) +B(W )@xW = S(W )�0(x), (1)

where t is time, x is the spatial coordinate, and the sought quantity is a vector W = W (x, t) of state variables,
where W belongs to an open convex subset D ✓ RN . The vector functions F : D ! RN and S : D ! RN

as well as the matrix function B : D ! RN⇥N and the real scalar function � = �(x) are given. Solutions
of equations of this type are in general discontinuous, and the well-known salient property of the system (1)
that complicates its analytical and numerical treatment is the presence of nonconservative products such as
B(W )@xW [10, 12].

It is the purpose of this contribution to study a specific model of the form (1) that arises as a multilayer
shallow water system based on a free-surface formulation of the Euler equations for an ideal fluid. Specifically,
the Euler equations are approximated by a layer-averaged non-hydrostatic (LDNH) approach involving linear
pressures, piecewise constant horizontal velocities and piecewise linear vertical velocities. Furthermore, specific
ingredients such as drag forces, inertia forces, and porosity are adopted from the literature of ocean engineering,
landscape ecology and related fields [19,24,29,30,32] and are incorporated to form a new model of the interaction
of a tsunami wave with a coastal forest. In fact, such models and numerical methods are of vital importance
for exploring the potential of coastal vegetation as a means of mitigation. A particular feature of the present
approach is the description of tree-specific ingredients in a layer-wise manner. Thus, the vertical features of the
forest are described with higher accuracy than within a single-layer approach. Projection methods for the non-
hydrostatic pressure in conjunction with polynomial viscosity matrix finite volume methods [8] are employed
for the numerical solution of the multilayer model, that is for the propagation of tsunamis and coastal flooding.
Experimental observations and field data are used to validate the model.

1.2. Related work

Finite volume (FV) schemes are a standard method for solving hyperbolic systems of partial di↵erential
equations (PDEs). However, hyperbolic systems arising from balance equations in geophysical applications usu-
ally involve nonconservative products that complicate the application of traditional FV schemes. The standard
example are shallow water equations with variable bottom topography. A well-known class of FV schemes that
can handle nonconservative products are the so-called path-conservative schemes [11, 21, 31]. These schemes
are designed specifically for nonconservative systems and are based on the concept of path integration. Path-
conservative schemes have been applied to a variety of hyperbolic systems with nonconservative products,
including two-layer and layer-averaged shallow water equations, compressible gas dynamics and magnetohy-
drodynamics. In [22] a generalization of the Roe method [25] was proposed (see also [31]). Nevertheless, its
implementation requires explicit knowledge of the eigenstructure of the intermediate matrices. In [8] a specific
family of path-conservative schemes is proposed, named polynomial viscosity matrix methods (PVM methods)
that generalized several incomplete Riemann solvers such as Rusanov, Lax-Friedrichs or HLL, among others.

Multilayer models are designed to avoid solving a fully three-dimensional model (such as the Navier–Stokes
equations for an incompressible fluid). They are based on the so-called shallow water or Saint-Venant approach,
that is, a vertically integrated version of the underlying model [1–7, 14, 16, 26], in our case the Euler equations
for an ideal fluid. The multilayer approach consists in subdividing the computational domain into N layers in
the vertical direction, which leads to a system of Saint-Venant equations. The unknowns in the present case
are horizontal velocities by layer, the total height of the fluid column, and pressure.

The present approach is based on the LDNH0 model with non-hydrostatic pressure. this approach as an
improvement compared with standard shallow-water-based models since the latter usually only cover hydrostatic
pressures and neglect vertical acceleration (and therefore dispersive) e↵ects. On the other hand, dispersive
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models like Boussinesq introduce high-order derivatives for the unknowns, while the LDNH0 model incorporates
these dispersive e↵ects into the non-hydrostatic pressure terms [13,17].

From the applicative point of view, the general significance of tsumami disaster mitigation by the natural
method of coastal forest plantation is discussed in the overview article by Tanaka [30] (for instance). The present
work is based on technically more detailed information provided in [19,24,28,29,32].

1.3. Outline of the paper

The remainder of the paper is organized as follows. In Section 1 we introduce preliminaries, starting with the
basic method for the discretization of (1). In Sections 1.2 and 1.3 we study properties the numerical methods
need to have in order to be well balanced and behave correctly in dry front situations. To put the LDNH0

approach into the proper perspective we first formulate, in Section 1.4, a hydrostatic reconstruction of a two-
equation shallow water model with a source term, and then, based on these results, we proceed in Section 1.5 to
formulate the linearized discontinuous non-hydrostatic model (LDNH0 model) whose unknowns are the height
of the water level, the horizontal and the vertical velocity, and pressure as functions of position x and time t.
The first three of these quantities are specified by a first-order system of balance laws that in each time step
can be handled by the same discretization as the shallow water equations along with hydrostatic reconstruction.
The non-hydrostatic pressure, in turn, is updated via a projection step. Finally, we specify in Section 1.6 the
inertia and drag forces related to the coastal forest along with the corresponding concept of porosity. The
result is the non-hydrostatic LDNH0 model, specified for forest forces, in final form. Section 2 is devoted to
the development of the discretization of the LDNH0 model. To this end we formulate first, in Section 2.1, a
preliminary discretization of the first step of Section 1.5 that excludes the non-hydrostatic pressure terms which
are handled by the projection method. This preliminary discretization is based on plausible arguments but
turned out to be unstable due to the nature of the inertia force. An alternative, slightly di↵erent but stable
discretization is advanced in Section 2.2. The numerical method relies on knowledge of the eigenvalues of a
matrix related to the Jacobian matrix of the system. These eigenvalues are obtained in Section 2.3. Finally, in
Section 2.4 the scheme that discretizes the elliptic problem for the pressure update is formulated. The treatment
of Section 2 refers to the single-layer LDNH0 model. The multilayer version of that model and its discretization
are described in in Section 3, starting with the definition of multiple layers (Section 3.1). We then present
(in Section 3.2) the LDNH0 multilayer model (without forces and porosity) arising from layer-wise vertical
integration. After discussing layer-wise porosity (in Section 3.3) we derive in Section 3.4 explicit expressions
of the interlayer transfer terms. We then formulate ingredients of the multilayer model that are specific to
the application to a forest, namely drag and inertia forces, friction, and viscosity (Sections 3.5 and 3.6). The
resulting multilayer model is summarized in Section 3.7. Next, we outline the discretization of the multilayer
model. Roughly speaking, the discretization of the first-order system, described in Section 3.8, is a multilayer
version of the discretization of Section 2.2 for the single-layer case (in both cases, non-hydrostatic pressure is
disregarded). The remaining ingredients of the multilayer scheme, namely the projection matrix describing the
solution of the elliptic problem for the pressure update and finally, the interlayer viscosity e↵ect, are described
in Sections 3.9 and 3.10, respectively. Section 4 is devoted to the presentation of numerical examples. To test
the accuracy of the scheme we consider in Example 1 (Section 4.1) the exact soliton solution of the LDNH0

soliton (described in Appendix A). Examples 2 to 6 are motivated by selected experiments conducted by Iimura
and Tanaka [19]. They are solved in Section 4.1 by the single-layer LDNH0 test model. Examples 7 to 10
are related test cases but with limited tree height, and Examples 11 to 15 consider trees with properties that
gradually vary with height. These cases are solved by the multilayer LDNH0 model in Sections 4.2 and 4.3. An
alternative approach to specify the drag, namely to specify the drag by a suitable Reynolds number, is discussed
in Section 4.4. Finally, in Section 5 we examine possible directions for future research and address the results
of the study. The practical implications of the model for environmental conservation, disaster resilience, and
coastal design are discussed in this work.
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2. Preliminaries

2.1. Basic method

Let us consider a uniform mesh of cells Ii = [xi�1/2, xi+1/2], where xi = i�x, i 2 Z, and time steps t⌫ = ⌫�t,
⌫ 2 N0. Then a first-order finite volume discretization of (1) can be written as

W ⌫+1

i = W ⌫
i �

�t

�x
(D⌫,+

i�1/2 +D⌫,�
i+1/2), i 2 Z, ⌫ 2 N0 (2)

(see [8] for details), where we define the numerical flux vectors

D⌫,±
i+1/2 =

1

2
(F (W ⌫

i+1
)� F (W ⌫

i ) +B⌫
i+1/2(W

⌫
i+1

�W ⌫
i )� (�i+1 � �i)S⌫

i+1/2

±Q⌫
i+1/2(W

⌫
i+1

�W ⌫
i � (�i+1 � �i)(A⌫

i+1/2)
�1S⌫

i+1/2)),
(3)

where Q⌫
i+1/2 is a numerical viscosity matrix, B⌫

i+1/2 and A⌫
i+1/2 are intermediate matrices, and S⌫

i+1/2 is
the intermediate vector, corresponding to the states W ⌫,�

i+1/2 and W ⌫,+
i+1/2 of B, A, and S, respectively. The

Jacobian matrix of the system (1),

A :=
@F (W )

@W
+B(W ),

encodes the linear relationship between the derivative terms and the unknowns in the system. Notice that the
scheme (2) is not conservative. A standard choice of the viscosity matrix is the one that corresponds to the
HLL flux [8] given by

Q(A) = ↵0I + ↵1A with ↵0 =
SR|SL|� SL|SR|

SR � SL

, ↵1 =
|SR|� |SL|

SR � SL

,

where I is the N ⇥N identity matrix. If we assume that the eigenvalues �1,i+1/2, . . . ,�N ,i+1/2 of A are real,
then a possible choice for SL and SR is

SL = min{�1,i+1/2, . . . ,�N ,i+1/2}, SR = max{�1,i+1/2, . . . ,�N ,i+1/2}.

In general SR and SL represent the upper and the lower bound of the region in which the eigenvalues of the
system are located.

2.2. Dry/wet fronts

The term “dry/wet front” (DWF) is frequently used to address the interface between a region with fluid
and a region without fluid. In the case of a tsunami simulation, the DWF describes the interface between the
advancing tsunami wave and the dry land. As the wave approaches the coastline, the DWF moves inland, with
the speed and behavior of the front a↵ected by a variety of factors, such as the topography and bathymetry of
the coastline, and the magnitude and duration of the wave. Accurately modeling the behavior of the DWF is
evidently important for predicting the behavior of waves in coastal areas, and for assessing the risk and impact
of tsunami events. A correct implementation of this front is crucial to preserve the well-balancing properties
of the numerical method, this is, the method should preserve the equilibrium state of the fluid flow, where the
water level is constant and the velocity is zero, in the presence of non-uniform bottom topography or other
sources of external forces, which is critical for predicting the behavior of waves in coastal areas. In particular,
well-balanced methods ensure that the numerical solution accurately captures the location of the DWF and
the speed of its movement. Numerical methods that are not well-balanced can produce spurious oscillations or
artificial numerical di↵usion at the DWF, which can lead to inaccurate simulation results. Such methods can
also violate the conservation laws leading to nonphysical solutions.
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2.3. Well-balanced property

Consider a simple shallow-water system of equations

@th+ @xqu = 0,

@tqu + @x(
q2u
h

+
1

2
gh2) = �ghz0

b
(x),

(4)

where h is the water depth, u is the water velocity, qu := hu and zb = zb(x) is the channel bottom with x 2 [0, L]
and t 2 [0, T ], see Figure 1 (a). To derive this model, and in general any other Boussinesq system, from the

(a) (b)

x

h
zb

z

0 x

h zb

z

0

Figure 1. Schematic (a) of the physical system, (b) of the physical system with dry fronts.

Navier-Stokes equations it is assumed that h > 0. However, this assumption does not allow us, for example,
to simulate waves reaching a coast. One needs to extend this kind of model to handle physically correctly
situations when h = 0. To this end, the definition

⌘(x, t) := h(x, t) + zb(x)

is very useful since in a steady state, ⌘ should be a constant. In fact, for qu = 0 the shallow water system (4)
reduces to

@th = 0, gh@xh = �ghz0
b

) h = h(x), @x(h+ zb) = 0.

To achieve that the numerical scheme does not introduce non-physical oscillations, Castro et al. [9] introduced
the following well-balanced condition called “conservation property” or “C-property”:

Definition 2.1 (C-property). A numerical scheme is said to possess the C-property if it exactly reproduces the
steady-state solutions qu ⌘ 0, h ⌘ ⌘ � zb, where ⌘ is a constant such that ⌘ > maxx2[0,L] zb(x).

Consequently, for model with h > 0 a stable numerical scheme should have the C-property to avoid non-
physical oscillations. However, this property does not handle the presence of dry fronts. In fact, in the situation
of Figure 1 (b) there are regions where h(x) is not well defined, and even if we set h(x) = 0 in these regions,
the steady state is not satisfied because ⌘ in a dry region is higher than in a wet region. To include these cases,
Castro et al. defined in [9] the following “extended C-property”:

Definition 2.2 (Extended C-property). A numerical scheme is said to have the extended C-property if it
reproduces exactly the steady-state solutions

qu ⌘ 0, h(x) =

(
⌘ � b(x) if ⌘ > zb(x),

0 otherwise.
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Since h can be zero, we need to renormalize this quantity to avoid dividing by zero (for example in the term
q2u/h in the second equation of (4)). In general, for a given variable q divided by h the corresponding quotient
is approximated by

q

h
⇡

p
2qhp

h4 +max{h4, "4}
,

where 0 < " ⌧ 1 a small constant (in general it is chosen as " = 10�6 or smaller), cf., e.g., [20]. This property is
fundamental to correctly describe coastal scenarios. However, shallow water models do in general not have this
property but, for the model to be compatible with the extended C-property it must be treated. This treatment
will be presented below.

2.4. Hydrostatic reconstruction

We rewrite system (4) as

@tW + @xF (W ) = Sz0
b
,

where we define the vectors

W :=

✓
h
qu

◆
, F (W ) :=

0

@
qu

q2u
h

+
gh2

2

1

A , S :=

✓
0
gh

◆

and the matrix of the system, that is, the Jacobian matrix of F (W ),

A(W ) =
@F (W )

@W
=

2

4
0 1

gh�
q2u
h2

2
qu
h

3

5

that has the eigenvalues

�1 = u�

p
gh, �2 = u+

p
gh.

The F - and S-terms of the numerical flux (3) are given by

F (W i+1)� F (W i)�
1

2
(�i+1 � �i)(Si+1 + Si)

=

0

B@
q⌫u,i+1

� q⌫u,i

(q⌫u,i+1
)2

h⌫
i

+ g
(h⌫

i+1
)2

2
�

(q⌫u,i)
2

h⌫
i�1

� g
(h⌫

i )
2

2

1

CA+

 
0

g

2
(h⌫

i+1
+ h⌫

i )(zb,i+1 � zb,i)

!
.

(5)

At steady state, q⌫u,i = 0 for all i, and the second component of (5) becomes

g

2
((h⌫

i+1
)2 � (h⌫

i )
2) +

g

2
((h⌫

i+1
+ h⌫

i )(zb,i+1 � zb,i))

=
g

2
(h⌫

i+1
� h⌫

i )(h
⌫
i+1

+ hn
i ) +

g

2
((h⌫

i+1
+ h⌫

i )(zb,i+1 � zb,i))

=
g

2
(h⌫

i+1
+ h⌫

i )((h
⌫
i+1

+ zb,i+1)� (h⌫
i + zb,i)).

(6)
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x

hi

zb,i

zb,i+1

xi xi+1

z

0

Figure 2. Schematic of a dry front.

In absence of dry fronts this last expression is zero because at steady state, h+zb is constant, but in a system
where h = 0 is allowed, it may occur that, for example, h⌫

i > 0, h⌫
i+1

= 0, and hi < zi+1 � zi, as is shown in
Figure 2. In this case the last expression in (6) reduces to

g

2
h⌫
i (zb,i+1 � (h⌫

i + zb,i)) < 0;

in other words, we will get non-physical velocities that can break our simulation. To ensure that the numerical
scheme satisfies the extended C-property we can define hydrostatic reconstruction as

h�
i+1/2

:= max{zb,i + hi � z⇤, 0}, h+

i+1/2
:= max{zb,i+1 + hi+1 � z⇤, 0}, (7)

where z⇤ := max{zb,i, zb,i+1}, along with

(hu)�i+1/2
:= uih

�
i+1/2 and (hu)+i+1/2

:= ui+1h
+

i+1/2. (8)

Using this reconstruction we may show that

G̃i+1/2 :=
1

�x
(
1

2
g(h+

i+1/2)
2
�

1

2
g(h�

i+1/2)
2)

is a first-order approximation of gh@x(h+ zb); indeed,

G̃i+1/2 =
g

2�x
(h+

i+1/2 + h�
i+1/2)(h

+

i+1/2 � h�
i+1/2)

=
g

2�x
(hi + hi+1 +O(�x))(@x(h+ zb) +O(�x)),

(9)

hence this last discretization is consistent with the system and independent of the bottom function.
Furthermore, by using the reconstruction (7), (8) we can see how the problem of Figure 2 is now solved. For

that case, z⇤ = max{zb,i, zb,i+1} = zb,i+1, hence

h�
i+1/2 = max{zb,i + hi � zb,i+1, 0} = 0, h+

i+1/2 = max{zb,i+1 + hi+1 � zb,i+1, 0} = 0,

and therefore G̃i+1/2 = 0, which demonstrates that the extended C-property is satisfied.
Finally, as stated before, by using this reconstruction we may treat the system (4) as the (shallow water)

system of conservation laws

@th+ @x(hu) = 0, @t(hu) + @x

✓
hu2 +

1

2
gh2

◆
= 0.
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In absence of an explicit bottom term the scheme (2), (3) now simplifies to (2) along with

D⌫,±
i+1/2 =

1

2
(F (W ⌫

i+1
)� F (W ⌫

i )±Q⌫
i+1/2(W

⌫
i+1

�W ⌫
i )).

2.5. Linearized discontinuous non-hydrostatic model (LDNH0 model)

The LDNH0 model of computational fluid dynamics (CFD) accounts for non-hydrostatic forces. In the
present model a vertically constant profile for the horizontal velocity u and the vertical velocity w are assumed
along with a linear vertical profile for the non-hydrostatic pressure p. This model is given by

@th+ @x(hu) = 0, (10a)

@t(hu) + @x

✓
hu2 +

1

2
gh2 + hp

◆
= �(gh+ 2p)z0

b
, (10b)

@t(hw) + @x(huw) = 2p, (10c)

@xu+ 2
w � uz0

b

h
= 0. (10d)

Since no evolution equation exists for p, this system is solved numerically by a projection method consisting
of two steps per time step of length �t.

(1) In the first step we solve the system

@th+ @x(hu) = 0,

@t(hu) + @x

✓
hu2 +

1

2
gh2

◆
= �(gh)z0

b
,

@t(hw) + @x(huw) = 0,

(11)

without the non-hydrostatic pressure. The homogeneous version of system (11) can be written as a
first-order system

@tW + @xF (W ) = 0, W = (h, hu, hw)T, F (W ) = (hu, hu2 +
1

2
gh2, huw)T,

where the eigenvalues of the flux Jacobian matrix @F (W )/@W are given by

�1 = u�

p
gh, �2 = u, �3 = u+

p
gh, (12)

and which is therefore hyperbolic. The system (11) has the form (1), so we can apply the aforementioned
discretization and the hydrostatic reconstruction. The intermediate updated variables are given by

W ⌫+1/2
i = W ⌫

i �
�t

�x
(D⌫,+

i�1/2 +D⌫,�
i+1/2).

In particular, since we are using an HLL viscosity matrix we can rewrite D⌫,±
i+1/2 as

D⌫,±
i+1/2 =

1

2
((1± ↵1)(F (W ⌫

i+1
)� F (W ⌫

i ))± ↵0(W
⌫
i+1

�W ⌫
i )). (13)

(2) Once the first step is calculated, we can proceed with the second step, namely the projection step. In
semi-discrete form this step can be written as

1

�t
(W ⌫+1

�W ⌫+1/2) + ((rP )⌫+1)T = 0, (14)
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where we define

rP := (0, @x(hp) + 2pz0
b
,�2p) = (0,grP ), grP := (@x(hp) + 2pz0

b
,�2p).

Next, we define

X :=

✓
u
w

◆
, such that W =

✓
h

hX

◆
.

Now (14) can be written as

h⌫+1
� h⌫+1/2

�t
= 0, (15a)

1

�t
((hX)⌫+1

� (hX)⌫+1/2) + (grP
⌫+1

)T = 0. (15b)

From (15a) we get h⌫+1 = h⌫+1/2, whereas to solve (15b) we should use the constraint (10d) evaluated
at time t⌫+1. Replacing h⌫+1, u⌫+1 and w⌫+1 from (15) in (10d) yields an equation for p⌫+1. To state
it, for sake of simplicity, we rename the time index ⌫ + 1/2 by ⇤. The result is

2(hw)⇤ � (hu)⇤(@xh
⇤ + 2z0

b
) + h⇤@x(hu)

⇤ +�t(p⌫+1(4 + 2z0
b
(@xh

⇤ + 2z0
b
))

+ @x(h
⇤p⌫+1)(@xh

⇤ + 2z0
b
)� 2h⇤@x(z

0
b
p⌫+1)� h⇤@xx(h

⇤p⌫+1)) = 0.
(16)

To solve (16) numerically, we discretize this equation in space to obtain a linear system

TP = P 0 (17)

for p⌫+1

i , where

P = (p⌫+1

0
, p⌫+1

1
, . . . , p⌫+1

N )T

is the vector of unknowns,

P 0 = (p0,0, p0,1, . . . , p0,N )T (18)

is the vector of right-hand sides defined by (16), that is

p0,i = (2(hw)⇤ � (hu)⇤(@xh
⇤ + 2z0

b
) + h⇤@x(hu)

⇤)|x=xi
, i = 0, . . . , N, (19)

and T = (Ti,j)0i,jN is a tridiagonal matrix whose entries are defined by

Ti,i = 4 + 2(z0
b
(@xh

⇤ + 2z0
b
))|x=xi

+ 2
(h⇤

i )
2

�x2
,

Ti,i+1 = (@xh
⇤ + 2z0

b
)|x=xi

h⇤
i+1

2�x
�

h⇤
i z

0
b
|x=xi+1

�x
�

h⇤
i h

⇤
i+1

�x2
,

Ti,i�1 = �(@xh
⇤ + 2z0

b
)|x=xi

h⇤
i�1

2�x
+

h⇤
i z

0
b
|x=xi�1

�x
�

h⇤
i h

⇤
i�1

�x2
,

and Ti,j = 0 for |i � j| > 1. Once the system (17) is solved, the values of X⌫+1/2 are updated to give
X⌫+1, and a new iteration is started. In [27] it is shown that the projection method preserves the order
of the hyperbolic method for this type of models.
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2.6. Forest forces

Iimura and Tanaka [19] model the interaction between a tsunami and a forest through various forces and
conduct experiments to validate them. Such forces are is the bed resistance per unit area

⌧b := gm2
hu|hu|

✓2h7/3
,

where m is the Manning roughness coe�cient and ✓ is the forest porosity given by

✓ := 1�
nt⇡d2

4
,

where nt is the vegetation density (number of trees per unit of area) and d is the diameter of the trees; the drag
force per unit area

fD :=
CDdnt

2

hu|hu|

✓2h
,

where CD is the drag coe�cient; and the inertia force per unit area

fM := CMnth
⇡d2

4✓
@t

✓
hu

h

◆
,

where CM is the mass coe�cient.
The drag coe�cient CD is usually obtained by calibration and is a dimensionless coe�cient related to the

geometry of the object. If the fluid is a liquid, then CD depends on the Reynolds number; if the fluid is a
gas, then CD depends on both the Reynolds number and the Mach number. In our case, the reference area is
Aref = hd; in general, Aref depends on the type of drag coe�cient. For automobiles and many other objects,
the reference area is the projected frontal area of the vehicle. This may not necessarily be the cross-sectional
area of the vehicle, depending on where the cross-section is taken. For example, for a sphere A = ⇡r2.

Incorporating the forces and the e↵ect of porosity outlined in Section 1.6 into the non-hydrostatic LDNH0

model (10) we get the non-hydrostatic LDNH0 model specified for forest forces in final form:

@th+
1

✓
@x(hu) = 0, (20a)

@t(hu) +
1

✓
@x(hu

2) + ✓@x(
gh2

2
+ hp) = �✓(gh+ 2p)z0

b
� ✓⌧b � ✓fD � ✓fM, (20b)

@t(hw) +
1

✓
@x(huw) = 2p, (20c)

@xu+ 2
w � uz0

b

h
= 0. (20d)

3. Discretization of the LDNH0 model with forest forces

3.1. An unstable discretization

As a first step toward the discretization of (20) we define the functions k1 and k2 and the constant k3 by

k1(h) :=
gm2

✓h7/3
, k2(h) :=

CDdnt

2✓h
, and k3 := CMnt

⇡d2

4
.
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Equation (20b) can then be written as

@t(hu) +
1

✓
@x(hu

2) + ✓@x(
gh2

2
+ hp)

= �✓(gh+ 2p)z0
b
� (k1 + k2)(hu)|hu|� k3

✓
@t(hu)�

hu@th

h

◆
.

Renaming qu := hu and qw := hw and keeping in mind that (20d) plays the role of a constraint, we may write
(20a), (20b) and (20c) as the new system

M@t

0

@
h
qu
qw

1

A+
1

✓
@x

0

@
qu

q2u/h
quqw/h

1

A+ ✓gh@x

0

@
0

h+ zb
0

1

A+ ✓@x

0

@
0
hp
0

1

A =

0

@
0

�(k1 + k2)qu|qu|
2p

1

A ,

where we define the matrix

M :=

2

4
1 0 0

�(qu/h)k3 1 + k3 0
0 0 1

3

5 .

Using the notation

L :=

0

@
Lu

Lqu

Lqw

1

A :=
1

✓
@x

0

@
qu

q2u/h
quqw/h

1

A+ ✓gh@x

0

@
0

h+ zb
0

1

A (21)

we may rewrite the system as

@t

0

@
h
qu
qw

1

A+CL+C✓@x

0

@
0
hp
0

1

A = C

0

@
0

�(k1 + k2)qu|qu|
2p

1

A , (22)

where we define

C := M�1 =

2

4
1 0 0

quk3/((1 + k3)h) 1/(1 + k3) 0
0 0 1

3

5 .

Assume now that L⌫
i , L

⌫
u,i, L

⌫
qu,i and L

⌫
qw,i are discrete versions of L, Lu, Lqu and Lqw , respectively, associated

with x = xi and t = t⌫ . Then a discretization of (22) can be formulated as follows, where the term qu|qu| is
discretized as q⌫+1

u,i |q⌫u,i| for stability reasons:

h⌫+1

i = h⌫
i ��tL⌫

u,i,

q⌫+1

u,i = (q⌫u,i �
�tq⌫u,ik3
h⌫(1 + k3)

L
⌫
u,i �

�t

1 + k3
L
⌫
qu,i � ✓�t

(@x(hp))
⌫+1

i

1 + k3
)

�
(1 +

(k⌫
1,i + k⌫

2,i)|q
⌫
u,i|�t

1 + k3
) ,

q⌫+1

w,i = q⌫w,i ��tL⌫
qw,i +�t2p⌫+1

i

(23)

along with the constraint (20d). Notice that here we do not discretize the non-hydrostatic pressure terms
because these are handled by the projection method.

The discrete version of (21) is chosen as

L⌫
i =

1

✓i
(D⌫,+

i�1/2 +D⌫,�
i+1/2),
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where D⌫,±
i+1/2 is given by (13) and

F (W ) = (qu,
q2u
h

+
gh2

2
,
quqw
h

)T.

Keep in mind that we are using a hydrostatic reconstruction, so, as is shown in (9), the term gh@x(h+ zb) can
be computed in a conservative form as G̃i+1/2. Thus, the first step is given by

W ⌫+1/2
i = W ⌫

i �C�1

i

�t

�x
(D⌫,+

i�1/2 +D⌫,�
i+1/2).

This way to discretize the model turned out to be unstable due to the nature of the inertia force, so we should
also evaluate C in the control volumes.

3.2. A stable discretization

An alternative discretization of the system (20) is based on applying the matrix M�1 within the discretiza-
tion. To formulate it, we multiply the model

M@tW + @xF (W ) +B(W )@xW = �0S(W ) (24)

by M�1 before space discretization. In (20), the term @xF is multiplied by 1/✓, but to keep the method simple,
we now assume that 1/✓ is part of C, so in this subsection we utilize

C :=
1

✓
M�1, (25)

hence pressure terms should be amplified by ✓. Consequently, the system (24) is now written as

@tW +C@xF (W ) +CB(W )@xW = �0(x)CS,

and can be discretized as

W ⌫+1

i = N i(W
⌫
i �

�t

�x
(D⌫,+

i�1/2 +D⌫,�
i+1/2)),

where we define the diagonal matrix

N i := diag(1, 1

�✓
1 +

(k⌫
1,i + k⌫

2,i)|q
⌫
u,i|�t

1 + k3

◆
, 1) = diag(1,

1 + k3
1 + k3 + (k⌫

1,i + k⌫
2,i)|q

⌫
u,i|�t

, 1) (26)

and D⌫,±
i+1/2 is given by

D⌫,±
i+1/2 =

1

2
Ci+1/2(F (W ⌫

i+1
)� F (W ⌫

i )±Q⌫
i+1/2(W

⌫
i+1

�W ⌫
i ))

=
1

2
Ci+1/2((1± ↵1)(F (W ⌫,+

i+1/2)� F (W ⌫,�
i+1/2))± ↵0(W

⌫,+
i+1/2 �W ⌫,�

i+1/2)).

Again, for sake of simplicity we do not consider non-hydrostatic pressure terms in these calculations, because
we will use a projection method. However, these terms are easy to incorporate and their contribution must be
equal to how it appears in (23).

This discretization of the system (20) turned out to be stable and will be applied in the remainder of this
work.
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3.3. Eigenvalues

Since external forces are taken into account, the eigenvalues will be di↵erent from the typical values �0 = u
and �± = u ±

p
gh (see (12)). In fact, our treatment requires calculating the eigenvalues of CA, where

A = @F /@W is the matrix of the system and C is given by (25), i.e.,

CA =
1

✓

2

4
1 0 0

quk3/((1 + k3)h) 1/(1 + k3) 0
0 0 1

3

5

2

4
0 1 0

�q2u/h
2 + gh✓2 2qu/h 0

�quqw/h2 qw/h qu/h

3

5

=
1

✓

2

4
0 1 0

�q2u/((1 + k3)h2) + gh✓2/(1 + k3) (2 + k3)qu/((1 + k3)h) 0
�quqw/h2 qw/h qu/h

3

5 .

The eigenvalues of CA are

�1 =
(2 + k3)u�

p
4gh✓2(1 + k3) + u2k3

2✓(1 + k3)
, �2 =

u

✓
, �3 =

(2 + k3)u+
p

4gh✓2(1 + k3) + u2k3
2✓(1 + k3)

.

3.4. Scheme for the elliptic problem

Once the hyperbolic step has been solved, one needs to correct the intermediate values (indexed by ⌫ +1/2)
and update the pressure value by solving an elliptic problem. As before we rename ()⌫+1/2 as ()⇤.

h⌫+1 = h⇤, (27a)

(hu)⌫+1 = (hu)⇤ ��t✓
2p⌫+1z0

b
+ @x(hp)⌫+1

1 + k3 + (k⇤
1
+ k⇤

2
)|h⇤u⇤|�t

, (27b)

(hw)⌫+1 = (hw)⇤ + 2�tp⌫+1, (27c)

0 = 2(hw)⌫+1
� (hu)⌫+1(@xh

⌫+1 + 2z0
b
) + h⌫+1@x(hu)

⌫+1. (27d)

Now, replacing (27a), (27b) and (27c) in (27d) yields

2(hw)⇤ � (hu)⇤(@xh
⇤ + 2z0

b
) + h⇤@x(hu)

⇤ +�t(p⌫+1(4 + 2z0
b
(@xh

⇤ + 2z0
b
)f⇤)

+ @x(h
⇤p⌫+1)(f⇤(@xh

⇤ + 2z0
b
)� h⇤@x(f

⇤))� 2h⇤@x(f
⇤z0

b
p⌫+1)� h⇤f⇤@xx(h

⇤p⌫+1)) = 0,
(28)

where we define

f :=
✓

1 + k3 + (k1 + k2)|hu|�t
.

As we stated before, the elliptic equation (28) can be solved numerically writing the problem in the form
AP = P 0, where P 0 is given by (18), (19), P is the vector of unknowns and A = (Ai,j) this time is a
tridiagonal matrix given by

Ai,i = 4 + 2(z0
b
(@xh

⇤ + 2z0
b
)f)i + 2

(h⇤
i )

2f⇤
i

�x2
,

Ai,i+1 = (f⇤(@xh
⇤ + 2z0

b
)� h⇤@xf

⇤)i
h⇤
i+1

2�x
�

h⇤
i (f

⇤z0
b
)i+1

�x
�

h⇤
i h

⇤
i+1

f⇤
i

�x2
,

Ai,i�1 = �(f⇤(@xh
⇤ + 2z0

b
)� h⇤@xf

⇤)i
h⇤
i�1

2�x
+

h⇤
i (f

⇤z0
b
)i�1

�x
�

h⇤
i h

⇤
i�1

f⇤
i

�x2
,
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and Ai,j = 0 for |i� j| > 1. Inverting this matrix we can find P = A�1P 0. Then we can correct the values of
u and w.

4. LDNH0 multilayer model

4.1. Definition of multiple layers

layer 1

...

layer ↵

...

layer N � 1

layer N

x

h

zb

h1

h↵

hN�1

hN

z

0

z1/2 = zb

zN+1/2 = zb + h

z1

z3/2

z↵�1/2

z↵

z↵+1/2

zN�3/2

zN�1

zN�1/2

zN

Figure 3. Definition of layers 1 to N , their interfaces (solid curves), and centerlines (dash-dotted).

According to standard definitions in the multilayer approach we subdivide the vertical interval between zb(x)
and zb(x) + h(x, t) into N layers, layers 1 to N , of thickness h↵(x, t), ↵ = 1, . . . , N , such that h1(x, t) + · · · +
hN (x, t) = h(x, t) or equivalently, l1 + · · · + lN = 1, where l↵ = h↵/h, see Figure 3. Moreover, we define the
layer interfaces

z↵+1/2 := z↵+1/2(x, t) := zb +
↵X

�=0

l�h, ↵ = 0, . . . , N,

and the layer centerlines

z↵ := z↵(x, t) := zb +
↵�1X

�=0

l�h+ l↵
h

2
, ↵ = 1, . . . , N.

where z1/2 = zb is the bottom. This means that z↵+1/2 � z↵�1/2 = l↵h = h↵.

4.2. LDNH0 multilayer model (without forces and porosity)

The shallow water equations are derived from a vertical integration of the Euler equations for an ideal fluid.
In the same way, in the derivation of the LDNH0 model we can subdivide vertical integration into multiple
parts, each one with its own velocity, pressure, and size (layer thickness). The balance equations in di↵erential
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form for N layers resulting from the previous discussion are

@th+ @x(h¯̄u) = 0 with ¯̄u = l1ū1 + · · ·+ lN ūN ,

@t(h↵ū↵) + @x(h↵ū
2

↵ + h↵q↵)� @xz↵+1/2q↵+1/2 + @xz↵�1/2q↵�1/2

= �gh↵@x⌘ + ũ↵+1/2�↵+1/2 � ũ↵�1/2�↵�1/2,

@t(h↵w̄↵) + @x(h↵ū↵w̄↵) + q↵+1/2 � q↵�1/2

= w̃↵+1/2�↵+1/2 � w̃↵�1/2�↵�1/2, ↵ = 1, . . . , N,

with q↵ = 1

2
(q↵+1/2 + q↵�1/2) along with the diagnostic equations

w̄↵ � w̄↵�1 � (ū↵ � ū↵�1)@xz↵�1/2 �
1

2
(h↵�1@xū↵�1 + h↵@xū↵) = 0, ↵ = 2, . . . , N,

w̄1 � ū1@xzb �
1

2
h1@xū1 = 0

and the boundary condition qN+1/2 = 0. (Here we recall that especially in the geophysical and meteorological
context, a diagnostic equation is one that links the values of its variables simultaneously, either because the
equation (or model) is time-independent, or the variables all refer to the values at the same time.)

The mass transfer term is given by

�↵+1/2 =
↵X

�=1

@x(h�(ū� � ¯̄u)).

Moreover, we define

ũ↵+1/2 := (1� �↵+1/2)ū↵+1 + �↵+1/2ū↵,

w̃↵+1/2 := (1� �↵+1/2)(w̄↵+1 +
h↵+1

2
@xū↵+1) + �↵+1/2(w̄↵ �

h↵

2
@xū↵)

for any �↵+1/2 2 [0, 1]. For sake of simplicity from we now rename ū↵ as u↵ and w̄↵ as w↵.

4.3. E↵ect of porosity

The porosity ✓ is a parameter related to the fraction of area available to be occupied by the fluid. In our case,
since the vegetation uses a physical area, some regions cannot by fully filled by fluid. To determine how porosity
a↵ects the mass conservation equation we consider an infinitesimal element of area of the spatial domain �x�h
in a region with vegetation. In the x-direction we have an e↵ective length ✓x�x and in the z-direction an
e↵ective height ✓z�h. Then, if fluid with velocity u enters the area during a time interval of length �t time,
the balance equation becomes

✓x✓z�x�h = (hu(x0)� hu(x0 + ✓x�x))�t ⇡ �✓x@x(hu)�x�t.

Simplifying, renaming ✓z as ✓ and taking the limit we obtain

✓@th+ @x(hu) = 0.
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4.4. Transfer terms

We now derive a formula for the transfer terms between layers. Let us consider the balance equation for
layer ↵, namely

✓↵@th↵ + @x(h↵u↵) =
1

l↵
(�↵+1/2 � �↵�1/2), ↵ = 1, . . . , N.

Now, consider for a fixed ↵ 2 {1, . . . , N} the sums of the these equations from layer � = 1 to layer � = ↵ and
from layer � = ↵+ 1 to the last layer � = N . This yields

↵X

�=1

l�✓�@th� +
↵X

�=1

l�@x(h�u�) = �↵+1/2 � �1/2,

NX

�=↵+1

l�✓�@th� +
NX

�=↵+1

l�@x(h�u�) = �N+1/2 � �↵+1/2.

Assuming that all layers have the same height at a given x-position, that is setting h� = h/N for all �, we
obtain

(@th)
↵X

�=1

✓�
N

+
↵X

�=1

@x(h�u�) = �↵+1/2 � �1/2, (29)

(@th)
NX

�=↵+1

✓�
N

+
NX

�=↵+1

@x(h�u�) = �N+1/2 � �↵+1/2 (30)

along with the equivalence

✓̄ =
1

h

Z zN+1/2

z1/2

✓(z)dz =
1

h

NX

�=1

Z z�+1/2

z��1/2

✓(z) dz =
NX

�=1

✓�
N

.

Then we can rewrite equation (30) as

(@th)

0

@✓̄ �
↵X

�=1

✓�
N

1

A+
NX

�=↵+1

@x(h�u�) = �N+1/2 � �↵+1/2. (31)

To find the transfer terms we multiply (29) by ✓̄�
P↵

�=1
✓�/N and (31) by

P↵
�=1

✓�/N . Subtracting the results
we obtain

0

@✓̄ �
↵X

�=1

✓�
N

1

A
↵X

�=1

@x(h�u�)�

0

@
↵X

�=1

✓�
N

1

A
NX

�=↵+1

@x(h�u�)

=

0

@✓̄ �
↵X

�=1

✓�
N

1

A (�↵+1/2 � �1/2)�

0

@
↵X

�=1

✓�
N

1

A (�N+1/2 � �↵+1/2).

(32)
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Since the boundary transfer terms are zero, i.e., �1/2 = �N+1/2 = 0, (32) reduces to

✓̄
↵X

�=1

@x(h�u�)�

0

@
↵X

�=1

✓�
N

1

A
NX

�=1

@x(h�u�) = ✓̄�↵+1/2

or equivalently,

�↵+1/2 =
↵X

�=1

@x(h�u�)�

0

@
↵X

�=1

✓�
✓̄N

1

A
NX

�=1

@x(h�u�).

Alternatively, this equation can be written as

�↵+1/2 =
NX

�=1

�↵,�@x(h�u�), where �↵,� :=

8
>>>><

>>>>:

1�
↵X

k=1

✓k
N ✓̄

for ↵ � �,

�

↵X

k=1

✓k
N ✓̄

for ↵ < �.

4.5. Drag and inertia forces for the multilayer system

A widely used definition of the drag force is

fD =
1

2
⇢CDAv|u|u,

where Av is the e↵ective “vertical” side face area of the object and CD is the drag coe�cient. Furthermore, to
describe properties of individual trees, we use the height coordinate ⇣ that is measured from the ground surface,
identified here with zb. For trees, Tanaka et al. [29] characterize CD by

CD = CD,refctrcle,

where we denote by ctrcle the vertical average of the product of the coe�cients ctr(⇣) and cle(⇣) that represent
the e↵ect of the trunk and leaves of the trees, respectively:

ctrcle :=
1

h

Z h

0

ctr(⇣)cle(⇣) d⇣

and Av = dh. Within a multilayer system the averages must be calculated for each layer ↵ (↵ = 1, . . . , N).
This is done by defining

CD,↵ := CD,ref(ctrcle)↵, where (ctrcle)↵ :=
1

h↵

Z z↵+1/2�zb

z↵�1/2�zb

ctr(⇣)cle(⇣) d⇣, ↵ = 1, . . . , N.

On the other hand, if the diameter of a tree at height ⇣ is d(⇣), then we employ

Av,↵ := h↵d̄↵, where d̄↵ :=
1

h↵

Z z↵+1/2�zb

z↵�1/2�zb

d(⇣) d⇣, ↵ = 1, . . . , N. (33)

If we assume that the trees are symmetric along the z-axis the layer-specific transversal area At,↵ of each tree
is At,↵ := ⇡(d̄↵)2/4 for ↵ = 1, . . . , N . Summarizing all ingredients, we obtain that the drag force for one tree
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associated with layer ↵ is given by

ft,↵ :=
1

2
⇢CD,↵Av,↵|u↵|u↵ =

1

2
⇢CD,ref(ctrcle)↵d̄↵|h↵u↵|u↵, ↵ = 1, . . . , N.

On the other hand, Tanaka et al. [29] calculate the e↵ective density nt of the forest as

nt =
dnctrcle
AF

,

where AF is the forest area and

n =
number of trees

forest length in flow direction
.

Consequently, the e↵ective forest density nt,↵ and the corresponding porosity ✓↵ for layer ↵ are given by the
respective expressions

nt,↵ =
d̄↵n(ctrcle)↵

AF

, ✓↵ = 1�
nt↵⇡d̄

2

↵

4
.

Combining all ingredients we obtain the total forest drag force associated with layer ↵

fD,↵ =
nt,↵

✓2↵
ft,↵ =

1

2

nt,↵

✓2↵
⇢CD,ref(ctrcle)↵d̄↵|h↵u↵|u↵, ↵ = 1, . . . , N.

Finally, assuming radial symmetry of the trees along the z-axis we obtain the inertia force

fM,↵ = CM

nt,↵

✓↵
h↵

⇡d̄2↵
4

@t

✓
h↵u↵

h↵

◆
, ↵ = 1, . . . , N.

4.6. Gauckler-Manning friction and viscosity

Within the multilayer approach the friction force with respect to the ground ⌧↵ is present in the bottom layer
only (↵ = 1). Therefore, we define

⌧↵ := k1,↵|h↵u↵|h↵u↵ =

8
<

:

gm2
|u↵|u↵

✓↵h1/3
for ↵ = 1,

0 for ↵ = 2, . . . , N .

The upper layers will be not a↵ected directly by this force, but physically, the interaction with the ground is
transferred to the upper layers by the viscosity of the fluid. This phenomenon is modeled by additional viscosity
terms K↵+1/2 and K↵�1/2 defined by

K↵+1/2 := �⌘0
u↵+1 � u↵

h↵+1 + h↵
, (34)

where we take into account that KN+1/2 = 0 and K1/2 = �⌧1 and ⌘0 is the viscosity constant of the fluid.
These viscosity therms are a simplified expression of the general case when each layer can have di↵erent size
and fluids, see [15] for further explanations.
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4.7. Forces in the model

Now, combining all the forces with the multilayer model, we arrive at the following governing equations of
the multilayer approach:

@th↵ +
@x(h↵u↵)

✓↵
�

�↵+1/2

✓↵
+

�↵�1/2

✓↵
= 0,

@t(h↵u↵) +
@x(h↵u2

↵)

✓↵
+ ✓↵@x(h↵q↵)� ✓↵@xz↵+1/2q↵+1/2 + ✓↵@xz↵�1/2q↵�1/2

= �gh↵✓↵@x⌘ +
ũ↵+1/2�↵+1/2

✓↵
�

ũ↵�1/2�↵�1/2

✓↵
� fD↵ � fM↵ +

K↵�1/2

✓↵
�

K↵+1/2

✓↵
,

@t(h↵w↵) +
@x(h↵u↵w↵)

✓↵
+ q↵+1/2 � q↵�1/2 =

w̃↵+1/2�↵+1/2

✓↵
�

w̃↵�1/2�↵�1/2

✓↵
,

(35)

where ↵ = 1, . . . , N . Based on our previous calculations we get that we obtain the same kind of system of
equations as (20) but this time for each layer.

4.8. Solving the first-order system

Initially, our focus is on solving the first-order equations of the problem. Therefore, we assume that all
pressures in (35) are zero during this stage of the analysis. The impact of viscosity will be incorporated in the
final stages of the calculations and, hence, is disregarded in this section. Similarly to our previous approach, we
derive the flow rate equation by incorporating the relevant external forces, which can be expressed as

@t(h↵u↵) +
@x(h↵u2

↵)

✓↵
�

ũ↵+1/2�↵+1/2

✓↵
+

ũ↵�1/2�↵�1/2

✓↵

= �gh↵✓↵@x⌘ � k2,↵(h↵u↵)|h↵u↵|� k3,↵

✓
@t(h↵u↵)�

h↵u↵@th↵

h↵

◆
,

(1 + k3,↵)@t(h↵u↵)� k3,↵u↵@th↵ +
@x(h↵u2

↵)

✓↵
�

ũ↵+1/2�↵+1/2

✓↵
+

ũ↵�1/2�↵�1/2

✓↵
= �gh↵✓↵@x⌘ � k2,↵(h↵u↵)|h↵u↵|,

where we define the constants

k2,↵ :=
CD,↵d↵nt,↵

2✓h↵
and k3,↵ = CM

nt,↵⇡d̄2↵
4

.

For every ↵ = 1, . . . , N we need to solve the system of balance equations

M↵@t

0

@
h↵

h↵u↵

h↵w↵

1

A+
1

✓↵
@x

0

@
h↵u↵

h↵u2

↵

h↵u↵w↵

1

A+
1

✓↵

2

4
Bh,↵

Bhu,↵

Bhw,↵

3

5 @xW = �

0

@
0

k2,↵(h↵u↵)|h↵u↵|

0

1

A , (36)

where we define

M↵ :=

2

4
1 0 0

�u↵k3,↵ 1 + k3,↵ 0
0 0 1

3

5
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and Bh,↵, Bhu,↵ and Bhw,↵ represent the corresponding rows of B↵. Since the transfer terms depend on the
velocities of all layers, W is a vector defined as

W := (h1, h1u1, h1w1, h2, h2u2, h2w2, . . . , hN , hNuN , hNwN )T 2 R3N .

Multiplying (36) from the left by

C↵ := M�1

↵ =

2

4
1 0 0

u↵k3,↵/(1 + k3,↵) 1/(1 + k3,↵) 0
0 0 1

3

5

we obtain

@t

0

@
h↵

h↵u↵

h↵w↵

1

A+
1

✓↵
C↵@x

0

@
h↵u↵

h↵u2

↵

h↵u↵w↵

1

A+
1

✓↵
C↵

2

4
Bh,↵

Bhu,↵

Bhw,↵

3

5 @xW = �C↵

0

@
0

k2,↵(h↵u↵)|h↵u↵|

0

1

A . (37)

Now we can use the FV method described before to numerically solve the system of PDEs (37), but to improve
the stability of the numerical scheme we discretize the remaining external forces in a semi-implicit form, this
means that h↵u↵|h↵u↵| is evaluated as

h↵u↵|h↵u↵| ⇡ (h↵u↵)
⌫+1

|h↵u↵|
⌫ .

Consequently, the hyperbolic scheme for layer ↵ becomes

W ⌫+1

↵,i = N↵,i(W
⌫
↵,i �

�t

�x
(D⌫,+

↵,i�1/2 +D⌫,�
↵,i+1/2)),

where the diagonal matrix N↵ is defined analogously to (26); namely we here get

N↵,i := diag(1, 1

�
(1 +

k⌫
2,↵|h

⌫
↵,iu

⌫
↵,i|�t

1 + k3,↵
) , 1) = diag(1,

1 + k3,↵
1 + k3,↵ + k⌫

2,↵|h
⌫
↵,iu

⌫
↵,i|�t

, 1),

and

D⌫,±
↵,i+1/2 =

1

2✓⌫↵,i+1/2

C⌫
↵,i+1/2(F (W ⌫

↵,i+1
)� F (W ⌫

↵,i) +B⌫
↵,i+1/2(W

⌫
↵,i+1

�W ⌫
↵,i)

±Q⌫
↵,i+1/2(W

⌫
↵,i+1

�W ⌫
↵,i)).

4.9. Projection matrix

Similarly to (27) the elliptic problems for each layer can be written as

h⌫+1 = h⇤

(h↵u↵)
⌫+1 = (h↵u↵)

⇤ +�tf⇤
↵(@xz

⇤
↵+1/2q

⌫+1

↵+1/2 � @xz
⇤
↵�1/2q

⌫+1

↵�1/2 � h⇤
↵q

⌫+1

↵ ),

(h↵w↵)
⌫+1 = (h↵w↵)

⇤
��t(q⌫+1

↵+1/2 � q⌫+1

↵�1/2),

(38)

where f↵ represents the multiplicative factors caused by the treatment of the vegetation forces, i.e.,

f↵ =
✓↵

1 + k3,↵ + k2,↵|h↵u↵|�t
.
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For ↵ = 2, . . . , N the constraints can be rewritten as

h↵w↵ � h↵w↵�1 � h↵u↵@xz↵ + h↵�1u↵�1@xz↵�1 +
h↵

2
@x (h↵u↵ + h↵�1u↵�1) = 0 (39)

and for the first layer (↵ = 1) as

h1w1 � h1u1@xz1 +
h1

2
@x(h1u1) = 0 (40)

Typically, the variables are evaluated in volumes while the pressures are defined on the edges. To apply the
projection method, we discretize the terms (h↵u↵)⌫+1 and (h↵w↵)⌫+1 on the edges and substitute them into the
constraint equations (39) and (40). Alternatively, we can substitute these terms into the constraint equations
(39) and (40) first and then discretize them “at i+ 1/2”, that is, on the edges. In this context, we have opted
for the latter approach, which yields the equation

4N2P ⇤

�t
+ q↵�1/2(8N

2 + f↵�
2

↵ + f↵�1�
2

↵�1
� h@x(f↵�↵) + h@x(f↵�1�↵�1))

�(@xq↵�1/2)(h@x(f↵h) + h@x(f↵�1h))� @xxq↵�1/2(h
2(f↵ + f↵�1))

+q↵�3/2(2N
2 + f↵�1�

2

↵�1
+ h@x(f↵�1�↵�1))

+(@xq↵�3/2)(hf↵�1�↵�1 + h2@x(f↵�1) + hf↵�1�↵�1/2) + (@xxq↵�3/2)(h
2f↵�1)

+q↵+1/2(2N
2 + f↵�

2

↵ � h@x(f↵�↵))

+(@xq↵+1/2)(hf↵�↵ + h2@x(f↵) + hf↵�↵�1/2) + @xxq↵+1/2(h
2f↵) = 0,

(41)

where P ⇤ are the independent terms. The system (41) is solved numerically by an iterative Jacobi method. In
this way we only need to write out the part of the matrix associated with q↵�1/2. If we denote this matrix by
M = (Mi,j) then

Mi,i = 8N2 + f↵�
2

↵ + f↵�1�
2

↵�1
� hi+1/2@x(f↵,i+1/2�↵,i+1/2) + hi+1/2@x(f↵�1,i+1/2�↵�1)

+
2

�x2
h2

i+1/2(f↵,i+1/2 + f↵�1,i+1/2),

Mi,i+1 = �
1

2�x
(hi+1/2@x(f↵,i+1/2hi+1/2) + hi+1/2@x(f↵�1,i+1/2hi+1/2))

�
1

�x2
h2

i+1/2(f↵,i+1/2 + f↵�1,i+1/2),

Mi,i�1 =
1

2�x
(hi+1/2@x(f↵,i+1/2hi+1/2) + hi+1/2@x(f↵�1,i+1/2hi+1/2))

�
1

�x2
h2

i+1/2(f↵,i+1/2 + f↵�1,i+1/2)

and Mi,j = 0 for |i� j| > 1. Notice that @xh = �↵ � �↵�1, where

�↵ = 2N@x

✓
z↵�1/2 +

h↵

2

◆
.

As stated before, once the values of q↵�3/2, q↵�1/2 and q↵+1/2 have been found for each layer, we must update
the values of u↵ and w↵ for each layer using (38).
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4.10. Adding viscosity and friction

At this point we have variables evaluated at time step t⌫+1 but we must add the viscosity e↵ect, so we will
rename this time as ⇤ and because we are only correcting the velocity, thereby omitting the superscript in h↵.
Thus, we obtain

h↵u
⌫+1

↵ = h↵u
⇤
↵ +

�t

✓↵
K⌫+1

↵�1/2 �
�t

✓↵
K⌫+1

↵+1/2.

By using the definition (34) we get

h1u
⌫+1

1
= h1u

⇤
1
��tk1|h1u

⇤
1
|h1u

⌫+1

1
+�t

⌘0
2✓↵

u⌫+1

2
� u⌫+1

1

h1

,

h↵u
⌫+1

↵ = h↵u
⇤
↵ ��t

⌘0
2✓↵

u⌫+1

↵ � u⌫+1

↵�1

h↵
+�t

⌘0
2✓↵

u⌫+1

↵+1
� u⌫+1

↵

h↵
, ↵ = 2, . . . , N � 1,

hNu⌫+1

N = hNu⇤
N ��t

⌘0
2✓↵

u⌫+1

N � u⌫+1

N�1

hN
.

For the unknowns u⌫+1

1
, . . . , u⌫+1

N we obtain the system

(1 +
⌘0�t

2✓↵h2

1

+�tk1|h1u
⇤
1
|)h1u

⌫+1

1
�

⌘0�t

2✓↵h2
↵

h↵u
⌫+1

2
= h1u

⇤
1
,

(1 +
⌘0�t

✓↵h2
↵

)h↵u
⌫+1

↵ �
⌘0�t

2✓↵h2
↵

h↵u
⌫+1

↵�1
�

⌘0�t

2✓↵h2
↵

h↵u
⌫+1

↵+1
= h↵u

⇤
↵, ↵ = 2, . . . , N � 1,

(1 +
⌘0�t

2✓↵h2

N

)hNu⌫+1

N �
⌘0�t

2✓↵h2
↵

h↵u
⌫+1

N�1
= hNu⇤

N .

This linear system of equations can be written as a tridiagonal matrix and solved by a Thomas algorithm.

5. Numerical results

5.1. Example 1: convergence test

Table 1. Example 1: convergence test (comparison with an exact soliton solution).

Number L1 error L1 error L1 error
of cells J eh rate ehu rate ehw rate

50 1.17E-02 — 3.99E-02 — 1.14E-02 —
100 5.30E-03 1.14 1.78E-02 1.16 6.20E-03 0.88
200 3.00E-03 0.82 1.01E-02 0.82 3.80E-03 0.71
400 1.70E-03 0.82 5.70E-03 0.83 2.20E-03 0.79
800 9.11E-04 0.90 3.00E-03 0.93 1.20E-03 0.87
1600 4.75E-04 0.94 1.60E-03 0.91 6.56E-04 0.87

As a first test of the accuracy of the scheme we consider the exact soliton solution of the LDNH0 soliton,
which is described in Appendix A. The computational domain considered is the x-interval X = [�25, 25], which
is subdivided into J subintervals of length �x = 50/J , and we let '(xi, t) denote the numerical approximation
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of the exact value 'exact(xi, t). We measure the L1 error in ' at simulated time t = 10 s as follows:

e'(t) :=
1

N

X

xi2X

|'(xi, t)� 'exact(xi, t)|;

this is done for ' = h, ' = hu and ' = hw. We utilize a CFL number of 0.8 and obtain the errors displayed in
Table 1. We observe that the error decreases at a rate slightly smaller than one, in agreement with the formal
first-order accuracy of the numerical scheme.

1 : 20

1
: 4
.7

1 : 20
.5

0 x [m]

0.1
0.2
0.3
0.4
0.5

0

0.52
1.37

6.5
7.26

12.15
15

10.36
11.36

z [m]

G1

6.87
G2

7.87
G3

8.87
G4

9.87

G5

10.31
G7

10.36
G8

10.86
G6

11.31
G9

11.36

wave-making plate

vegetation area

Figure 4. Schematic of the experiment, showing the positions of the nine measurement points
G1, . . . , G9. The positions of G1 to G6 are fixed, G7 and G8 are in front of and behind the
vegetation, and G8 is in the middle of the vegetation for uniform arrangements (in this study,
Cases 1, 3 and 5 of [19]) and at the boundary of two di↵erent tree densities in the combined
arrangements (in this work, Cases 8 and 13 of [19]). The specific situation in this plot with
G7 = 10.36m, G8 = 10.36m and G9 = 11.36m corresponds to Case 1. Notice that the vertical
scale is five times larger than the horizontal.

5.2. Examples 2 to 6: Iimura-Tanaka experiments and tests for the LDNH0 single-layer
model

The model and numerical method are motivated by a series of experiments reported by Iimura and Tanaka [19]
that represents a scale 1:100 scenario for a real-world tsunami. The experimental setup consists in a channel
of width 0.4m and length 15m with a bottom topography representing a beach (coastal area) with two slopes,
see [19, Figure 1] and our Figure 4. At the seaward end of the channel, at x = 0m, a wave-making plate is
located, and between x = 10.36m and x = 11.36m various arrangements of vertical cylinders, each with a
diameter of d = 0.005m can be placed to model the coastal vegetation (see Figure 5). The level of water at rest
is 0.4m. The run-up height, water level, and force acting on a cylinder were measured at nine di↵erent points
(G1, . . . , G9; see Figure 4 for the corresponding x-positions).

Among the 15 di↵erent distributions of coastal vegetation tested in [19], Cases 1 to 15, we used five, namely
Cases 1, 3, 5, 8, and 13, for numerical simulation. To specify the corresponding parameters, we recall from [19]
that for given a tree distribution such as the one drawn in Figure 5, the thickness of vegetation is calculated as

dn =
2

p
3D2

f

Wfd⇥ 105 +
2

p
3D2

b

Wbd⇥ 105, (42)

where the factor 105 adjusts a unit of dn because D and W are measured in millimeters and d in meters. In
the experiments, dn was set to a constant 231 in all experiments [19]. The width of the channel is 0.4m; then,
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the tree density, measures in trees per square metre, can be calculated as

nt =
dn

W ⇥ 0.4m
. (43)

The wave-making plate at x = 0m generates a solitary wave with a height of 3.14 cm in the vicinity of the left
boundary.

Wave

side wall

side wall

front part

back

part

W� -
� Wf

-�Wb
-

wave

6
?Df

6?

?

Db

6
?
d

Figure 5. Schematic of the distribution of trees in the experiment, as seen from above.

Table 2. Parameters of Cases 1, 3, 5, 8, and 13 of Iimura and Tanaka [19]. The mass coe�cient,
the tree diameter, and the Manning roughness coe�cient are CM = 2, d = 5mm, and m =
0.0108, respectively, in all cases. The definition of CD = CD(x) is provided in the text.

Case 1 Case 3 Case 5 Case 8 Case 13
tree spacing, back part Db [mm] 50 30 10 40 20
tree spacing, front part Df [mm] 0 0 0 20 40
length of back part Wb [mm] 0 360 40 320 80
length of front part Wf [mm] 1000 0 0 80 320
position of start of forest xF [m] 10.32 11.00 11.32 10.96 10.96

The parameters defining the five cases considered herein are given in Table 2. To describe the definitions
of the drag coe�cient CD as a function of x, we denote in Cases 1, 3 and 5 by x7, x8 and x9 the location of
measurement points G7, G8, and G9, respectively.

In Case 1, CD(x) is a piecewise linear interpolation of CD(x7) = 0.71, CD(x8) = 0.94 and CD(x9) = 0.77, cor-
responding to the variable drag coe�cient at the beginning, the middle, and the end of the forest. Furthermore,
in Case 1 we obtain from (43) (with dn = 231 and W = 1m) a tree density of nt = 577.5m�2. The experimental
data corresponding to this case are plotted in Figure 6 (a). Analogously, in Case 3, CD(x) is a piecewise linear
interpolation of CD(x7) = 0.66, CD(x8) = 0.79 and CD(x9) = 0.94. It is this scenario for which (42) produces
dn = 231, the value which is used throughout, and evaluating (43) we get for Case 3 nt = 1604.16̄m�2. The
experimental data corresponding to Case 3 are plotted in Figure 6 (b). For Case 5, CD(x) is a piecewise linear
interpolation of CD(x7) = 1.73, CD(x8) = 1.32 and CD(x9) = 2.23, and from (43) we now get nt = 14437.5m�2.
The experimental data corresponding to Case 5 are plotted in Figure 6 (c).

Cases 1, 3, and 5 of [19] belong to the group of experiments (Cases 1 to 5 of [19]) where there is either no
front part or no back part (see Table 2), that is the composition of the vegetation area is constant. In contrast,
Cases 8 and 13 are part of the experiments (Cases 6 to 15 of [19]) with a change of the forest structure close to x8.
Consequently, the drag coe�cient is a piecewise linear function interpolating four di↵erent values corresponding
to CD(x7), CD(x8,f) which is the drag coe�cient determined by the “front part” (the forest immediately to the
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Figure 6. Examples 2 to 6: experimental data (red dots) and LDNH0 simulations for (a)
Example 2 [19, Case 1], (b) Example 3 [19, Case 3], (c) Example 4 [19, Case 5], (d) Example 5
[19, Case 8] and (e) Example 6 [19, Case 13].
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(a) (b)

(c) (d)

Figure 7. Numerical simulations of (a) Case 1, (b) Case 3, (c) Case 5 and (d) Case 13.

left of x8), CD(x8,b) which is the drag coe�cient of the “back part” (to the right of x8), and CD(x9). Also,
the position of x8,f changes for each case. For Cases 1 to 5 is located in the middle of the vegetation area,
whereas that for Cases 6 to 13, x8,f is located in the interface where the vegetation structure changes. In
Case 8, these four values that determine CD are 0.83, 1.07, 0.84, and 0.74, and the corresponding tree densities
of the front and back part are given by (43) with dn = 115.5 and W = Wf and W = Wb, respectively, giving
nt = nt,f = 3609.4m�2 and nt = nt,b = 902.3m�2 for the tree densities in the front and back parts, respectively;
see Figure 6 (d) for the experimental data. Finally, Case 13 is composed of the same patches of vegetation
as Case 8 but the front and back parts are reversed; now CD results from piecewise linear interpolation of
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Figure 8. Examples 2 to 6: (a) initial condition of the simulation, (b) Example 3 [19, Case
3]: temporal evolution at x = 11.36m compared with experimental data.

CD(x7) = 0.76, CD(x8,f) = 0.76, CD(x8,b) = 0.92 and CD(x9) = 1.26, and we get nt = nt,f = 902.3m�2 and
nt = nt,b = 3609.4m�2.

On the other hand, in [18], the authors analyse and compare of di↵erent approaches for describing and
generating solitary waves by plates in a flume. We found that the profile that best matched the initial condition
was the solution found by Rayleigh [23] that is given by

⌘(x) = ⌘0sech
2 (�x) , with � =

s
3⌘0

4h2

0
(h0 + ⌘0)

, (44)

where ⌘0 is the wave amplitude and h0 height of water. This means that the wave velocity is

u(x) = c
⌘

h
, with c =

p
g(h0 + ⌘0).

In order to fit the wave into the channel we slightly extend the computational domain to x < 0.
In addition to the experimental data we include in Figure 7 numerical simulations of the water level over

time. All numerical simulations for Examples 2 to 16 have been obtained with �x = 0.02m and are based on
a CFL number of 0.8. The simulations of Examples 2 to 6 in Figure 6 have been obtained by the LDNH0. For
Case 3 of [19] (our Example 3) we also display in Figure 8 (b) the simulated water height at x = x9 = 11.36m,
the position of G9, as a function of time.

5.3. Examples 7 to 10: Iimura-Tanaka experiment and LDNH0 multi-layer tests.

Having calibrated the model using the experimental data, we are now ready to simulate diverse scenarios
that account for trees with properties that vary along the vertical axis. We use the same initial condition as for
Examples 2 to 6. All simulations employ the same initial condition for the water waves, namely the one given
by (44).

Now the vegetation parameters depend on height z. Equation (42) is replaced by

dn,↵ =
2

p
3D2

f

Wf d̄↵ ⇥ 105 +
2

p
3D2

b

Wbd̄↵ ⇥ 105, ↵ = 1, . . . , N,
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Figure 9. Examples 7 to 10: simulated water levels at x = 11.36m for variants of [19, Case 3]:
(a) Example 7: simulation based on data of Example 2 but performed with various numbers of
layers N , (b) Example 8: simulations with tree height limited to 0.05m (via (45)) performed
with various numbers of layers N , (c) Example 9: analogous result for maximum tree height
0.03m. (d) Example 10: water levels for various maximum heights of vegetation for N = 10
layers.

that is we assume that dn is specific for each layer ↵. The average tree diameter d̄↵ is defined in (33). On
the other hand, Df and Db are calculated from the centers of the trees and we assume trees have layer-wise
cylindrical symmetry so they do not change with respect to ⇣. Likewise, Wf and Wb do not depend on ⇣ or z
either. Furthermore, to include the e↵ects of branches and leaves given by ctr(⇣)cle(⇣) (see Section 3.5) one
usually defines

dn,all := dn ⇥ ctrcle.
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Figure 10. Example 9: maximum water level for maximum vegetation height 0.03m obtained
for various numbers of layers N .

For the multilayer model we generalize this as

dn,all,↵ = dn,↵ ⇥ (ctrcle)↵, ↵ = 1, . . . , N.

In Example 7 we simulate again [19, Case 3], as in Example 2. We utilize exactly the same (non-layer-specific)
parameters as in Example 2, i.e., the properties of vegetation are constant with respect to z. The purpose of
this example is to elucidate that when the parameters of vegetation do not depend on the vertical coordinate z
then the numerical solution only depends marginally on the number N of layers, as can be seen in Figure 9 (a).

Next, we proceed to investigate the impact of varying tree heights. In Example 8 we assume that the trees
have a height of 0.05m (measured from ground). This information is incorporated by setting

d(⇣) =

(
0.05m for ⇣ < 0.05m,

0m for ⇣ � 0.05m.
(45)

The corresponding numerical result is shown in Figure 9 (b). The result is nearly the same for all numbers
of layers considered, most likely because the wave is too small to pass over the vegetation. However, if it is
assumed that all trees have maximum height 0.03m, then di↵erences in the numerical solution in dependence
of the number of layers do become visible (Example 9, see Figure 9 (c)). In the latter case, the simulated
maximum water level (at each position, taken over time) shown in Figure 10 does not exhibit major di↵erences
with respect to the number of layers N ; the maximum run-up height does, hoever, slightly vary with N (see
the situation near x = 14m).

Finally, Example 10 (see Figure 9 (d)) shows how the water level, simulated with N = 10 layers, depends on
the height of trees that varies between 0m (no vegetation at all) to the unlimited case. Note that the numerical
solutions corresponding to each of the seven cases are ordered consistently, and that while the cases with no
vegetation or small tree height cause slightly higher water levels around t = 7 s, the returning wave produces
a marked extremum around t = 13 s for the unlimited tree height or when the tree height is 0.05m or 0.04m.
This property alerts to the accumulation of water behind the forest when the wave returns.

5.4. Examples 11 to 15: simulations with height-dependent tree properties

As the case of Experiment 7 showed, utilizing a multilayer scheme instead of a single-layer approach does not
produce significantly new results when the vegetation is vertically homogeneous. However, when the vegetation
has properties that strongly vary with height then results significantly depend on the number of layers. To
illustrate this point we consider a vegetation area of trees for which the parameter ctrcle(z) (see Section 3.5)
varies with height z. To this end we fit a polynomial to the experimental data.

We utilize information by Tanaka et al. [29] who estimated the product (ctrcle)(⇣) for a number of tree species
that are representative of the coastal vegetation a↵ected by the Indian Ocean tsunami of 26 December 2004.
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Figure 11. Examples 11 to 16: approximation of experimental information from [29] on
(ctrcle)(⇣), scaled to 1/100, by fitting polynomials of degree 8 to data of (a) P. Odoratis-

simus, (b) A. Occidentale. Note that ⇣ measures height along one tree from ground.

(This combination is denoted ↵(z)�(z) in [29].) Two of these species, Pandanus odoratissumus, a representative
tree that grows in beach sand, and Anarcadium occidentale, a plantation species in the coastal zone of Sri
Lanka and the Andaman coast of Thailand, are selected here because their properties change appreciably along
the vertical axis (see [29] for detailed information). Figure 9 of [29] displays empirical information on the
vertical distribution of (ctrcle)(z) for these (and other) species. We have used this information, scaled by 1/100,
to provide this function in both cases after fitting the measured values to a polynomial of suitable degree
(Figure 11).

Examples 11 and 12 are based on [19, Case 3], as are Examples 2 and 7 to 10, but we now utilize the function
tree properties that depend on z as described by the function (ctrcle)(z) corresponding to P. Odoratissimus.
Figure 12 (a) displays the di↵erences in the numerical solution coming from the use of various numbers of
layers N . The results obtained by N = 1 layer and more layers are almost are indistinguishable. The likely
reason for this behaviour is that the amplitude of the soliton is too small to produce appreciable vertical changes.
In Figure 12 (b) we simulate the same scenario but this time the soliton has an amplitude of h0 = 0.0628m,
that is the double of the original test. This time we obtain significant di↵erences between the single-layer and
the multi-layer model. In particular, N = 4 layers provide a satisfactory level of precision while also being
significantly less computationally demanding compared to the model with N = 10 layers. In general results
with more than four layers are almost identical. This observation is supported by Figure 13 where we consider
again Example 12 but now measure the maximal water level for various values of N .

Results are slightly di↵erent if instead of P. Odoratissimus we consider the species A. Occidentale, for which
significant di↵erences are observed between using a single layer and multiple layers, as depicted in Figures 14 (a)
and (b). The model with only one layer tends to overestimate the maximum wave height while underestimating
the minimum water level. However, it is notable that using four layers once again proves to be su�cient in
accurately modeling the situation. For Example 13 we also plot (in Figure 15 (a)) the simulated maximum
water level for various numbers of layers. In particular in the vegetation zone (see Figure 15 (b)) di↵erences
between models with one layer and two or more layers become significant.

It is also possible to combine zones of vegetation with two distinct types of vegetation. Example 15 is similar
to the arrangement of [19, Case 13] but we now assume that the vegetation of the front part (see Figure 5)
consists of P. Odoratissimus and the back part of A. Occidentale, see Figure 16.
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Figure 12. Examples 11 and 12: simulated water levels observed at x = 11.36m with
(ctrcle)(z) corresponding to P. Odoratissimus, trees of height 0.08m, and various numbers
of layers N : (a) with a soliton amplitude h0 = 0.0314m (Example 11), (a) with a soliton
amplitude h0 = 0.0628m (Example 12).
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Figure 13. Example 12: (a) maximum water levels for various numbers of layers N , (b)
enlarged view of (a).

5.5. Example 16: simulations with drag dependent on a Reynolds number

Rodŕıguez et al. [24] estimate the drag coe�cient for for two Chilean native trees, Pinus Radiata and Cupressus

Macrocarpa. In the article the authors calculate the drag coe�cient, including the vertical structure as

Cd-all = ctrcle ⇥ CD, (46)
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Figure 14. Examples 13 and 14: simulated water levels measured at x = 11.36m for various
numbers of layers for a vegetation of A. Occidentale with a tree height of 0.05m and a distri-
bution of vegetation according to (a) [19, Case 3] (Example 13), (b) [19, Case 13] (Example 14).
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Figure 15. Example 13: (a) maximum water levels for various numbers of layers for a vege-
tation of A. Occidentale with a tree height of 0.05m and a distribution of vegetation according
to [19, Case 3], (b) enlarged view of (a).

where the expression
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◆
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0.7 if Re � 5⇥ 105.
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Figure 16. Example 15: maximum water levels for various numbers of layers using a distri-
bution of vegetation following [19, Case 13] with P. Odoratassimus and A. Occidentale in the
front and back parts, respectively.
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Figure 17. Example 16: comparison between the drag calculated by [19] and the Reynolds
number dependent dependent drag CD(Re↵) for various numbers of layers: (a) Case 3 at
x = 11.36m. (b) Case 3 at x = 11.36m using A. Occidentale with one layer. (c) Case 3 at
x = 11.36m with A. Occidentale and CD(Re↵) for various numbers of layers.
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Figure 18. Example 16: comparison of the maximum water level for one and ten layers using
various drag coe↵cients: (a) and (b) Case 3 using A. Occidentale.

used in [32] is employed. Here Re = dz|u|/⌫water is the Reynolds number, where dz the diameter of the stem
and ⌫water the kinematic viscosity of water. To implement this approach within the multilayer model, we use
that each layer has it own Reynolds number given by Re↵ = d̄↵|u↵|/⌫water. In Example 16 we illustrate how to
incorporate this model of the drag into the multilayer model by calculating the drag coe�cient for each layer
using its own Reynolds number, denoted as Re↵, see Figures 17 and 18.

6. Conclusions

In this research, we have successfully modeled tsunamis and explored the potential of coastal vegetation as a
means of mitigation. By employing finite volume methods combined with projection methods for non-hydrostatic
pressure, we have accurately simulated tsunami propagation. The study’s validation using experimental obser-
vations strengthens the reliability of our findings.

Through the development of a multilayer system model based on LDNH0, we have surpassed the limitations
of current vegetation models. Unlike traditional Boussinesq-like models that rely solely on average values of
vegetation properties, our multilayer approach takes into account the vertical variability within the forest. By
incorporating vertical dependency into the drag forces, inertia forces, and porosity, we have extended the model
to accurately capture the precise properties and behavior of coastal vegetation.

Our investigation into the influence of forest properties on model performance reveals valuable insights.
In scenarios where the forest properties, such as the diameter and drag coe�cient of trees, remain constant
along the vertical axis, the addition of more layers to the system does not yield significant improvements when
compared to the experimental data. Therefore, for such scenarios, a single layer is su�cient. However, in cases
where the vegetation properties, such as the diameter and drag coe�cient, vary along the vertical axis, a single
layer is inadequate for modeling the system, and the addition of more layers is expected to yield better results.

The findings of this study highlight the potential of our multilayer system model by demonstrating significant
percentage di↵erences when compared to the traditional method that relies on average vegetation properties.
For example, for P. Odoratissimus vegetation, our model shows percentage di↵erences of up to 29%, while for
A. Occidentale, the di↵erences reach approximately 10%. This substantial improvement in accuracy emphasizes
the importance of our new approach and its ability to provide more precise results.
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These findings contribute to the understanding of the complex interactions between tsunamis and coastal
vegetation, shedding light on the importance of incorporating vertical variability in vegetation models. By
utilizing our multilayer approach, researchers and decision-makers can make more informed assessments of the
e↵ectiveness of coastal vegetation as a natural defense against tsunamis and develop targeted strategies for
coastal planning and management.

Further research is warranted to explore additional factors and refine the parameters of our multilayer system
model. By expanding our knowledge in this area, we can continue to enhance the accuracy and applicability of
our approach, further improving our understanding of coastal hazards and strengthening our ability to mitigate
their impact.

Appendix A. LDNH0 soliton

We assume a flat bottom (z = const.) and assume that the variables do not depend on x and t independently
but rather on ⇠ = x� ct, with a constant c to be determined. Inserting this approach into (10) we get

u = c+
�

h
,

where � is a constant that can be determined by considering a region where the wave has already passed and
is now at rest. In such a region the speed u is zero, hence � must be given by � = �ch0, where h0 is the still
water height. On the other hand, taking into account that

@t(hu) = �c2@⇠h and @x(hu
2) = c2@⇠h�

�2

h2
@⇠h = c2@⇠h+ �2@⇠

✓
1

h

◆
,

we obtain

@t(hu) + @x(hu
2) = �2@⇠

✓
1

h

◆
,

hence integrating the linear momentum equation (10b) we obtain

p(z) =
A

h(⇠)
�

�2

h2(⇠)
�

gh(⇠)

2
,

where A is a constant of integration that can be evaluated in the same way as �. The result is A =
gh0 (3h0 + 2⌘0) /2, with ⌘0 the amplitude of the wave. Finally, using the constraint (10d) we may evaluate w:

w = �
h

2
@xu.

Furthermore, assume that h(⇠) = h0 + ⌘0 sech
2(�⇠) with a constant � to be determined. Then h(⇠) satisfies

h0 = �2�(h� h0)

s

1�
h� h0

⌘0
.

Inserting all these expressions into (10c) we end up with the equation
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This is a cubic equation can be seen as a cubic polynomial for h where the only thing left is the value of � ,
solving this equation we find that

� =

r
⌘0

h2

0
(h0 + ⌘0)

and c =
p
g(h0 + ⌘0).

Writing again (x, t) instead of ⇠ we obtain the soliton solution

h(x, t) = h0 + ⌘0sech
2 (�(x� ct)) ,

u(x, t) = c

✓
1�

h0

h

◆
,

w(x, t) =
c�h0 tanh(�(x� ct)) (h� h0)

h
,

p(x, t) =
gh0 (3h0 + 2⌘0)

2h
�

(h0c)2

h2
�

gh

2
,

(A.1)

see Figure 19. In particular, here we showed a simple way to find this soliton because we knew the functional
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Figure 19. Graphs of LDNH0 soliton solution with h0 = 1 and ⌘0 = 0.2.

form of h(⇠) and it is easy to verify that this is solution of (10), but in order to find h(⇠) we did use the sech
method, and more complex models will require full use of it.
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Universidad de Concepción

Casilla 160-C, Concepción, Chile
Tel.: 56-41-2661324/2661554/2661316

http://www.ci2ma.udec.cl


