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Abstract. This paper is concerned with the investigation of the effect of a boundary infinite memory term

on the stability of the rotating disk-beam system. Assuming the infinite memory is of angular velocity type,

the minimal state approach is employed to handle the memory term. Under specific conditions on the memory

kernel function, we demonstrate that the problem is well-posed and its solutions are exponentially stable.

Notably, the beam’s vibrations are suppressed, and the disk achieves a desired angular velocity provided the

latter remains bounded. Using the Finite Volumes Method, a comprehensive numerical study validates the

theoretical stability results.

Keywords: Rotating disk-beam; infinite memory; minimal state; exponential stability, Finite Volumes

Method.

1. INTRODUCTION AND PRELIMINARIES

The stability and stabilization of systems consisting of coupled elastic and rigid parts has stimulated

a substantial amount of endeavor of scholars from different disciplines. Among the numerous examples of

coupled elastic-rigid systems, the rotating disk-beam system remains at the forefront of the study of such

systems. Indeed, the disk-beam system has been introduced in [4] to model the dynamics of a large-scale

flexible-rigid space structure. Roughly speaking, it consists of two main parts: the first one is a flexible

beam of length `, representing a flexible robot arm, while the second one is a rigid body such as a disk.

The beam is supposed to be clamped at the center of the disk and free at the other end. In turn, the disk

rotates around its axis, while it is assumed that the beam’s motion remains in a plane perpendicular to the

disk (see Figure 1).
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Figure 1. The disk-beam system

Under the above assumptions, the dynamics of the coupled beam-disk system is modeled by the fol-

lowing hybrid system (integro-differential equation) [4] :

(1.1)



ρ(x)ytt(x, t) +
(
EI(x)yxx

)
xx

(x, t) = ρ(x)ω2(t)y(x, t) + Uint(x, t), x ∈ (0, `), t > 0,

y(0, t) = yx(0, t) = 0, t > 0,(
EI(x)yxx

)
x
(`, t) = Uf(t), t > 0,

(EIyxx)(`, t) = Um(t), t > 0,

d

dt

{
ω(t)

[
Id +

∫ `

0
y2(x, t) dx

]}
= T (t), t > 0,

where D = (0, `)× (0,∞), y represents the beam’s displacement, ω is the angular velocity of the disk whose

moment of inertia is Id. In turn, EI and ρ are respectively the flexural rigidity and the mass per unit length

of the beam, assumed to depend on the space variable x. Finally, Uint is the interior control, Uf is the force

control, Um is the moment control. These controls are to be applied on the beam. Furthermore, T (t) is the

torque control exerted on the disk.

The stabilization problem of numerous variants of (1.1) have been actively treated in a huge number

of articles and hence it is difficult to mention all of them and even harder to discuss their contents in

the present paper. Notwithstanding that, we shall name the most significant ones. To the authors’ best

knowledge, the first result goes back to Baillieul and Levil [4], where it is shown that a sole structural

damping control

Uint(x, t) = αyxxxxt(x, t), α > 0,

leads the system to have a finite number of rotating equilibrium states. In turn, with a weaker viscous

damping control

Uint = αyt(x, t), α > 0,
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the system possesses a flat linear inertial manifold [6]. These outcomes motivated the authors in [43] to

propose a feedback law that combines a viscous damping and torque control Uint(x, t) = αyt(x, t), α > 0,

T (t) = −γ(ω(t)− ω̂), γ > 0, ω̂ ∈ R,

where ω̂ is the desired angular velocity. The closed-loop system is exponentially stabilized, provided that

the desired angular velocity ω̂ is bounded [43]. The first attempt to stabilize the system (1.1) via boundary

controls is due to Morgül [37, 38]. Nevertheless, the system is supposed to have a constant angular velocity

in addition to constant flexural rigidity and the mass per unit length of the beam, that is,

ρytt(x, t) + EIyxxxx(x, t) = ρω̂2y(x, t), (x, t) ∈ (0, `)× (0,∞),

y(0, t) = yx(0, t) = 0, t > 0,

EIyxx(`, t) = Um(t) := −k1yxt(`, t), t > 0,

EIyxxx(`, t) = Uf(t) := k2yt(`, t), t > 0,

ω(t) = ω̂ (constant), t > 0,

where k1 and k2 are positive constants. In this event, the system is uniformly exponential stabilized [37, 38].

These findings are improved in [35, 13, 14] to the original system (1.1) and when only one static or dynamic

boundary control (either force or moment) is applied, in addition to a control torque T (t). Note also that

similar results are obtained in [3, 10], where an extra mass is attached to the beam. In turn, nonlinear

controls are also proposed in several papers so that the system (1.1) is stabilized. For instance, only a

nonlinear feedback torque control is designed in [25] so that the system is asymptotically stable, whereas

a torque control and a class of nonlinear controls are suggested in [2, 11] to guarantee the exponential

stability of the system (1.1). It is noteworthy that non-classical feedback control laws are also designed in

[9, 17, 30, 42] to ensure the exponential stabilization of (1.1).

Thereafter, a growing attention is paid to the stabilization of (1.1) when a time-delay occurs in the

interior or boundary control. Basically, it is shown that the stability of the system (1.1) is robust regardless

of the occurrence of an interior or boundary delay (constant or time-dependent) [12, 15, 16, 18, 20, 21, 23].

Of course, the delay term “is small” as it is known in literature. To be more precise, let us mention the

first result related to this point [15], where the feedback law consists of the torque control applied on the

disk, that is, T (t) = ω(t)− ω̂ and a delayed boundary control

Uf(t) := σyt(`, t) + βyt(`, t− τ), σ ∈ R, t > 0.

It is then proved that (1.1) is exponentially stabilized if |σ| < β, that is, the delayed term yt(`, t − τ) is

“smaller” than the compensating one yt(`, t).

More recently, many authors consider the occurrence of an infinite memory term in the problem (1.1).

Indeed, motivated by the fact that materials with memory feature are abundant in practice and specially for
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mechanical and thermodynamical systems, they are modeled by equations with memory. Roughly speaking,

the past values of the state variable are inevitable and hence one has to take into account their influence if

the model. In our case, we may say that the memory feature takes place at the right end of the beam in

the sense that the stress depends on the history of small deformations [23]. Additionally, the presence of a

memory term could be a raison of loosing the stability of systems [39].

Going back to our discussion, the first paper that treated the stabilization of (1.1) with memory is [19].

There, a boundary infinite memory term of velocity type is proposed and in order to contrast the eventual

negative effect of the memory term, the author suggested a boundary velocity control. This permitted to

establish the exponential stability of the system [19] via the energy method. The same approach is used

when an interior infinite memory term of velocity type occurs in [22], where a boundary velocity control is

invoked in order to compensate such memory term. In these special cases, the proof of the stability result

is not arduous since the energy method works fine. A more challenging case has been examined in [31],

where a moment control with infinite memory is considered. Since the energy method fails, the authors had

to adopt the so-called the resolvent method to obtain the stability result of the system. In the same spirit,

the stabilization problem of the rotating body-beam system is studied in [24] when either an interior or a

boundary infinite memory term occurs and the compensating term is not of the same type as the memory

term.

In the present paper, we shall investigate the case when an angular velocity memory type arises in the

boundary, while the compensating distributed term is of the same type. In other words, we suggest the

following feedback law:

(1.2)


Uint = −α(x)ytx(x, t), (x, t) ∈ D,

Um(t) = −β
∫ ∞

0
ξ(s)ytx(`, t− s) ds, t > 0,

and hence the closed-loop system (1.1)-(1.2) is

(1.3)



ρ(x)ytt(x, t) + (EI(x)yxx)xx(x, t) = ρ(x)ω2(t)y(x, t)− α(x)ytx(x, t), (x, t) ∈ D,

y(0, t) = yx(0, t) = (EI(x)yxx)x(`, t) = 0, t > 0,

(EIyxx)(`, t) = −β
∫ ∞

0
ξ(s)ytx(`, t− s) ds, t > 0,

d

dt

{
ω(t)

[
Id +

∫ `

0
ρ(x)y2(x, t) dx

]}
= −γ(ω(t)− ω̂), t > 0,

y(x, 0) = y0(x), yt(x, 0) = y1(x), x ∈ (0, `),

yx(`,−τ) = ϕ0(τ), (x, τ) ∈ D,

ω(0) = ω0 ∈ R,

where α is the spatial distribution of the interior control ytx(x, t), while β and γ are positive constants.

Moreover, ξ represents the kernel of the memory term and ω̂ is the desired angular velocity. Finally,

y0, y1, ϕ0 and ω0 are known initial data.
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The following hypotheses are assumed to be fulfilled throughout this work:

A.I: The memory kernel satisfies:

• ξ(s) ∈ L1(R+) ∩H2(R+) such that
∫∞

0 ξ(s) ds > 0 and ξ(s) ≥ 0, for any s ∈ R+;

• ξ′(s) < 0, ξ
′′
(s) ≥ −Cξ′(s), for any s ∈ R+, and for some positive constant C.

A.II: The flexural rigidity EI(x) and the mass per unit length of the beam ρ(x) are in

C4[0, `] and there exist two positive constants ρ0 and EI0 such that

0 < ρ0 ≤ ρ(x), 0 < EI0 ≤ EI(x), ∀x ∈ [0, `].

A.III: The angular velocity ω̂ is bounded in the following sense:

|ω̂| < 2

`2

√
3EI0

‖ρ‖∞
.

A.IV: α(x) is a positive and non-increasing function of W 1,∞(0, `).

The principal contribution of the paper is to prove, theoretically and numerically, that the system (1.3)

is exponentially stable. This shows, contrary to [24], that there is no need to invoke a compensating term

different from the memory term. As a matter of fact, the authors in [24] had to consider this difference in

order to get a dissipative system.

Subsequently, let

Hk
? =

{
f ∈ Hk(0, `); f(0) = fx(0) = 0

}
, for k = 2, 3, · · · .

Thanks to the hypothesis A.I, we have

(1.4) ξ(∞) := lim
s→∞

ξ(s) = 0.

In order to study the above system, let us consider the minimal state variable defined by (see [1, 29, 27])

(1.5) η(t, s) =

∫ ∞
0

ξ
′
(s+ τ)(yx(`, t)− yx(`, t− τ))dτ,

which satisfies the following equation

(1.6) η(.,∞) = lim
s→∞

η(., s) = 0, ηt(t, s) = ηs(t, s)− ξ(s)ytx(`, t).

Next, let

K =

{
η(s); β

∫ ∞
0

−η2
s(s)

ξ′(s)
ds <∞

}
,

endowed with the following inner product:

〈η, η̃〉K =

∫ ∞
0

−β
ξ′(s)

ηs(s)η̃s(s) ds.
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Then, consider the state space X = H2
? × L2(0, 1)×K equipped with the following real inner product:

〈(y, z, η), (ỹ, z̃, η̃〉X =

∫ `

0

(
EI(x)yxxỹxx − ω̂2ρ(x)yỹ + ρ(x)zz̃

)
dx

−
∫ ∞

0

β

ξ′(s)
ηs(s)η̃s(s) ds.(1.7)

In light of the Assumptions A.I-A.III, one can readily verify that the space X is a Hilbert space. This

implies that the space

Y = X × R,

equipped with inner product

(1.8) 〈(y, z, η, ω), (ỹ, z̃, η̃, ω̃)〉Y = 〈(y, z, η), (ỹ, z̃, η̃〉X + ωω̃,

is also a Hilbert space. Whereupon, the system (1.3) has the following form:

(1.9)
dψ

dt
=

 A 0

0 0

+ B

ψ,
where ψ = (y, z, η, ω), ψ(0) = ψ0 = (y0, y1, η0, ω0) ∈ Y. Moreover, the operator A is defined by:

(1.10)

D(A) =
{

(y, z, ν) ∈ H4
? ×H2

? ×K; ηs − ξ(s)zx(`) ∈ K,

(EI(x)yxx)x(`) = 0, (EI(x)yxx)(`) = βη(0)
}

A(y, z, η) =
(
z,− 1

ρ(x)

(
EI(x)yxx

)
xx

+ ω̂2y − α(x)

ρ(x)
zx, ηs − ξ(s)zx(`)

)
, ∀ φ ∈ D(A),

and B is the nonlinear operator defined as

(1.11) Bψ =
(

0, (ω2 − ω̂2)y, 0,
−γ (ω − ω̂)− 2ω < ρ(x)y, z >L2(0,`)

Id + ‖
√
ρ(x) y‖2

L2(0,`)

)
, ∀ψ ∈ Y.

It is noteworthy that the initial condition η0 depends on y0 and ϕ0 given in (1.3). Indeed, in light of

(1.5) and (1.6) along with (1.3), we have

η0(s) =

∫ ∞
0

ξ
′
(s+ τ)(yx(`, 0)− yx(`,−τ))dτ

= −y0x(`)ξ(s)−
∫ ∞

0
ξ
′
(s+ τ)ϕ0(τ) dτ.

We conclude this section by discussing the advantage of using the minimal state approach. As the

reader can notice, the nonlocal character of (1.1)-(1.2) does not appear in (1.9) as it is hidden in the

minimal state variable η. This represents a major advantage of this approach. Furthermore, compared to

the classical past history methodology [26], the past history variable defined by v(t, s) = y(t) − y(t − s),

where t, s ≥ 0 does not discern between solutions stemmed from two different initial past histories [40, 29].

Now, let us provide an overview of the article. In section 2, the linear operator A is shown to generate a

C0 semigroup of contractions etA on X and then conclude that the system (1.9) is well-posed in Y. Section

3 is devoted to establish the uniform stability of the semigroup etA by means of the resolvent method.
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Thereafter, the exponential stability of the global system (1.9) is deduced. Furthermore, a short discussion

about the constant case of α is provided. In Section 4, a Finite volumes method is used in order to conduct

a complete numerical study of the problem and provide numerous examples that validate the theoretical

outcomes. Finally, we end the paper with concluding remarks.

2. WELL-POSEDNESS OF THE PROBLEM

In this section, we will prove the global existence and the uniqueness of the solution to the problem (1.9)

(see also (1.3)). We will first prove the well-posedness of its main linear part which is identified by the linear

operator A. This part of the proof is based on the semigroup approach and specifically Lumer-Phillips’

Theorem. Then, we have to consider the following linear subsystem

(2.1)

 φ̇(t) = Aφ,

φ(0) = (y0, y1, η0).

Theorem 1. Assume that the Assumptions A.I-A.IV are satisfied. Then, the operator A generates a C0-

semigroup of contractions etA on X . Moreover, if φ(0) ∈ D(A) the problem (2.1) admits a unique strong

solution φ ∈ C((0,∞);D(A)) ∩ C1((0,∞);X ). However, if φ(0) ∈ X , then the solution φ is called mild

solution and belongs to C((0,∞);X ).

In order to show the above theorem, we shall first establish the following result:

Lemma 1. Under the Assumptions A.I-A.IV, we have:

(1) The operators A and its adjoint A∗ are both dissipative in X .

(2) For all positive real number γ, the operator γI −A is surjective in X .

Proof. Let φ = (y, z, η) ∈ D(A). Then, in light of (1.7) and (1.10), a simple integration by parts gives

(2.2)

〈Aφ, φ〉X =

∫ `

0
{EI(x)yxxzxx − (EI(x)yxx)xxz − α(x)zxz} dx− β

∫ ∞
0

1

ξ′(s)
(ηs − ξ(s)zx(`))sηs dx

= βη(0)zx(`)−
∫ `

0
α(x)zxz dx− β

∫ ∞
0

1

ξ′(s)
(ηs − ξ(s)zx(`))sηs dx

= −1

2
α(`)z2(`) +

1

2

∫ `

0
α′(x)z2 dx+ β

η2
s(0)

2ξ′(0)
− β

∫ ∞
0

ξ′′(s)

2(ξ′(s))2
η2
s ds.

Amalgamating (2.2) with the hypotheses A.I-A.IV on the functions ξ and α, it follows that A is dissipative

in X .

Now, we turn to the adjoint of the operator A. First, we need to identify the operator A∗. To do so,

consider φ = (y, z, η) ∈ D(A) and φ̂ = (ŷ, ẑ, η̂) ∈ X . Using (1.7) and (1.10) once more, after straightforward
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computation based on some integrations by parts, we obtain

(2.3)

〈Aφ, φ̂〉X =

∫ `

0

{
EI(x)yxxẑxx − ω̂2ρ(x)zŷ − (EI(x)ŷxx)xxz + ω̂ρ(x)yẑ − α(x)zxẑ

}
dx

−β
∫ ∞

0

1

ξ′(s)
(ηs − ξ(s)zx(`))sη̂s dx

= −z(`) [(EI(x)ŷxx)x(`) + α(`)ẑ(`)] + zx(`)[(EI(x)ŷxx)(`)− βη̂(0)]

+

∫ `

0
ρ(x)z

{
1

ρ(x)
(EI(x)ŷxx)xx − ω̂2ŷ +

α(x)

ρ(x)
ẑx +

α′(x)

ρ(x)
ẑ

}
dx

+

∫ `

0

[
EI(x)yxx(−ẑxx)− ω̂2ρ(x)y(−ẑ)

]
dx+ β

ηs(0)η̂(0)

ξ′(0)

−β
∫ ∞

0

ξ′′(s)

(ξ′(s))2
ηsη̂s ds− β

∫ ∞
0

1

ξ′(s)
ηs (−η̂s + ξ(s)ẑx(`))s ds.

Taking the Heaviside function H, let us define a functional Z by the following identity

(2.4) (Z(η(s)))s = −ξ′(s)
(
H(s)

ξ′(s)

)′
ηs(s), for all η ∈ K,

which, together with (2.3), implies that

(2.5)

〈Aφ, φ̂〉X = −z(`) [(EI(x)ŷxx)x(`) + α(`)ẑ(`)] + zx(`)[(EI(x)ŷxx)(`)− βη̂(0)]

+

∫ `

0
ρ(x)z

{
1

ρ(x)
(EI(x)ŷxx)xx − ω̂2ŷ +

α(x)

ρ(x)
ẑx +

α′(x)

ρ(x)
ẑ

}
dx

+

∫ `

0

[
EI(x)yxx(−ẑxx)− ω̂2ρ(x)y(−ẑ)

]
dx

−β
∫ ∞

0

1

ξ′(s)
(Z(η̂)− η̂s + ξ(s)ẑx(`))s η̂s ds.

Finally, letting (EI(x)ŷxx)(`) = βη̂(0) and (EI(x)ŷxx)x(`) = −α(`)ẑ(`) and keeping in mind the identity

〈Aφ, φ̂〉X = 〈φ,A∗φ̂〉X , we it follows from (2.5) that the desired adjoint operator is

(2.6) D(A∗) =

 φ = (y, z, η) ∈ H4
? ×H2

? ×K; Z(η)− ηs + ξ(s)zx(`) ∈ K,

(EI(x)yxx)(`) = βη(0) and (EI(x)yxx)x(`) + α(`)z(`) = 0


and

(2.7) A∗(φ) =

(
−z, 1

ρ(x)

[
(EI(x)yxx)xx + α(x)zx + α′(x)z

]
− ω̂2y,Z(η)− ηs + ξ(s)zx(`)

)
, ∀φ ∈ D(A∗).

Next, performing a number of integrations by parts on (0,∞), we find

(2.8) −β
∫ ∞

0

1

ξ′(s)
(Z(η)− ηs + ξ(s)zx(`))s ηs ds = βzx(`)η(0) + β

ηs(0)2

2ξ′(0)
− β

∫ ∞
0

ξ′′(s)

2(ξ′(s))2
η2
s ds,

and hence (2.6)-(2.8) yield

〈A∗φ, φ〉X = −1

2
α(`)z2(`) +

1

2

∫ `

0
α′(x)z2 dx+ β

ηs(0)2

2ξ′(0)
− β

∫ ∞
0

ξ′′(s)

2(ξ′(s))2
η2
s ds.

Thus, thanks to A.I-A.IV, the adjoint A∗ of A is also dissipative in X .

To show the second point of Lemma 1, let us consider F = (f, g, h) as an element of X and we look

for an element φ = (y, z, η) ∈ D(A) such that

(γI −A)φ = F, for γ > 0.
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This can be rewritten as the problem

(2.9)


γy − z = f,

γz + 1
ρ(x) [(EI(x)yxx + α(x)zx]− ω̂2y = g,

γη − ηs + ξ(s)zx(`) = h.

Equivalently, it amounts to solving the following system

(2.10)


z = γy − f,

(EI(x)yxx + ρ(x)(γ2 − ω̂2)y + γα(x)yx = ρ(x)(g + γf) + α(x)fx,

ηx − γη = ξ(s)[γyx(`)− f(`)]− h,

with

(2.11)

 y(0) = yx(0) = (EI(x)yxx)x(`) = 0,

(EI(x)yxx(`) = βη(0).

Clearly, the third equation in (2.10) leads to the following identity

(2.12) η(s) =

∫ ∞
s

eγ(s−τ)(h(τ) + ξ(τ)[f(`)− γyx(`)]) dτ.

Subsequently, substituting (2.12) in the second equation in (2.10), multiplying the result equation by ψ ∈ H2
?

and integrating it over (0, `), we immediately obtain the following variational problem

G(y, ψ) = L(ψ),

where G is the real bilinear form in H2
? ×H2

? given by

G(y, ψ) =

∫ `

0

{
EI(x)yxxψxx + ρ(x)(γ2 − ω̂2)yψ + γα(x)yxψ

}
dx+ γ

(∫ ∞
0

e−γτξ(τ)dτ

)
yx(l)ψx(l),

and L is a real linear form defined in H2
? by

L(ψ) = βψx(`)

∫ ∞
0

e−γτ [ξ(τ)f(`) + h] dτ +

∫ `

0
[ρ(x)(g + γf) + α(x)fx] dx.

Now, it is an immediate task to check that G is a continuous coercive bilinear form, whereas L is a continuous

linear form as long as the assumptions of the lemma. Applying Lax-Milgram Theorem (see for instance [7]),

one can deduce the existence of a unique solution y ∈ H4
? of (2.10) as long as γ > 0. Thus, the operator

γI −A is surjective in X . �

Proof. of Theorem 1: Using Lemma 1 and thanks to Lumer-Phillips Theorem (see Theorem 4.3 or Corollary

4.4 in [41]), we can deduce the first result of Theorem 1. The second one is an immediate consequence of

semigroups theory [7, 41]. �

The task ahead is to study the existence and uniqueness of solutions of the nonlinear problem (1.3)

which is equivalent to the system (1.9) governed by the operators A and B defined respectively by (1.10)

and (1.11). We have the following well-posedness result:
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Proposition 1. Suppose that the Assumptions A.I-A.IV are fulfilled. If ψ(0) ∈ D(A) × R, the problem

(1.9) posses a unique classical global bounded solution ψ(t) ∈ D(A) × R. Furthermore, if ψ(0) ∈ Y, the

problem (1.9) posses a unique classical global bounded solution ψ(t) ∈ Y.

Proof. Taking in mind that the operator A generates a C0-semigroup of contractions and the operator

B is differentiable, Theorem 1.5 of chapter 6 in [41] guarantees that if ψ(0) ∈ D(A) × R, the nonlinear

problem (1.9) admits a unique classical local (continuously differentiable) solution ψ(t) ∈ D(A) × R on

some interval [0, T ], for some positive real T . Moreover, If ψ(0) ∈ Y there is a unique local mild solution

ψ(t) ∈ C([0, T ];Y) given by the variation of parameters formula [41]. Thereby, we are going to use a

Lyapunov function to show that, this solution can be extended to the interval (0,∞). Thenceforth, let us

consider:

(2.13)

P(t) =
1

2

∫ `

0

{
EI(x)y2

xx + ρ(x)y2
t − ω̂2ρ(x)y2

}
dx+

Id
2

(ω(t)− ω̂)2 +
1

2
(ω(t)− ω̂)2

∫ `

0
ρ(x)y2 dx

−1

2

∫ ∞
0

β

ξ′(s)
η2
s ds.

Owing to the hypotheses A.I-A.II, this functional is positive for all t ≥ 0 and, furthermore, differentiating

it along regular solutions in D(A)× R, we find

P ′(t) = −γ(ω(t)− ω̂)2 +
1

2

∫ `

0
α′(x)y2

t dx+ β
ηs(0)2

2ξ′(0)
− β

∫ ∞
0

ξ′′(s)

2(ξ′(s))2
η2
s ds

which implies that for all t ≥ 0 that P ′(t) ≤ 0 by virtue of A.I-A.IV. Therefore, P is a Lyapunov function,

and, hence the solution ψ(t) previously obtained is global. This achieves the proof of the Proposition 1. �

Remark 1. It is worth mentioning that all the previous results remain valid without using the condition

that appears in A.I: ξ
′′
(s) ≥ −Cξ′(s), for any s ∈ R+, and for some positive constant C. The latter will be

invoked for the stability result.

3. EXPONENTIAL STABILITY

In this section, we are going to state the second result of the paper, that is, the exponential stability

of the system (1.9). For that, we suppose that α, in addition of A.IV, is decreasing and so

(3.1) α′(x) < 0, ∀x ∈ (0, `).

The second main result is given by the following theorem:

Theorem 2. Suppose that the assumption A.I-A.IV hold. Then, for any initial data (y0, y1, η0, ω0) in

D(A)×R, the solution (y, yt, η, ω) of the system (1.9), or equivalently of (1.3), tends exponentially in Y to

(0, 0, 0, ω̂).
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The proof of Theorem 2 is based on the study of the linear part of the system (1.9) governed by the

operator A by showing that the semigroup etA is exponentially stable on X . To prove such result, we apply

the following frequency domain theorem (see [32] for more details):

Theorem 3. There exist two positive constant A and σ such that a C0-semigroup of contractions S(t) on

a Hilbert space H satisfies the estimate

||S(t)||L(H) ≤ Ae−σt, for all t > 0,

if and only if

(3.2) ρ(A) ⊃
{
iγ; γ ∈ R

}
≡ iR,

and

(3.3) lim sup
|γ|→∞

‖(iγI −A)−1‖L(H) <∞,

where A is the generator of S(t) and ρ(A) is the resolvent set of the operator A.

Now, we are ready to state our result which gives the fact that the semigroup operator etA is exponen-

tially stable in X .

Theorem 4. Assume that A.I-A.IV are satisfied. Then, there exists C > 0 and δ > 0 such that for all

t > 0, we have ∥∥etA∥∥L(X )
≤ Ce−δt.

Proof. The proof is divided into three steps:

First step. First of all, we have to prove that the resolvent set ρ(A) contains the zero complex number.

To do so, let us consider F = (f1, f2, f3) an element of X and solve, for φ = (y, z, η) ∈ D(A), the equation

(3.4) A2φ = F.

Equivalently, we have to consider

z = f1,

− 1

ρ(x)

(
EI(x)yxx

)
xx

+ ω̂2y − α(x)

ρ(x)
zx = f2,

ηs − ξ(s)zx(`) = f3.

Solving the last equation and using the first one, we get

η(s) = −
∫ ∞
s

[ξ(s)f1,x(`) + f3(s)] ds,

which gives in particular

(3.5) η(0) = −
∫ ∞

0
[ξ(s)f1,x(`) + h(s)] ds.
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Taking in mind this expression, the equations above and the definition of D(A), it suffices to study the

problem

(3.6)


(
EI(x)yxx

)
xx
− ρ(x)ω̂2y = −α(x)f1,x + f2,

y(0) = yx(0) =
(
EI(x)yxx

)
x
(`) = 0,(

EI(x)yxx
)
(`) = −β

∫ ∞
0

(ξ(s)f1,x(`) + f3(s)) ds.

Thereafter, the classic elliptic theory implies that the problem (3.6) and hence (3.4) admits a unique

solution. Finally, we can deduce that 0 ∈ ρ(A).

Second step. The objective of this step is to prove the condition (3.2) for the operator A. We shall use

a contradiction argument together with a result from [36]. To begin, taking the result of the first step in

mind and suppose that the condition (3.2) is not satisfied which translates that there, at least, exists $ ∈ R

with
∥∥A−1

∥∥ ≤ |$|−1 <∞ such that

{iγ, |γ| < |$|} ⊂ ρ(A) and sup
{

(iγ −A)−1; |γ| < |$|
}

=∞.

Thus, thanks to Banach-Steinhaus Theorem, we can deduce that there exist a sequence of vectors φn =

(yn, zn, ηn) ∈ D(A) with ‖φn‖H = 1 and a sequence of real numbers γn → $ such that

(3.7) (iγn −A)φn = (fn, gn, hn)→ 0 in X .

This later equation is equivalent to

(3.8) iγnyn − zn = fn → 0, in H2
? ,

(3.9) iγnzn +
1

ρ(x)

(
EI(x)yn,xx

)
xx
− ω̂2yn +

α(x)

ρ(x)
zn,x = gn → 0, in L2(0, `),

(3.10) iγnηn − ηn,s + ξ(s)zn,x(`) = hn → 0, in K.

These equations are coupled with the following boundary conditions

(3.11) yn(0) = yn,x(0) =
(
EI(x)yn,xx

)
x
(`) = 0,

(3.12)
(
EI(x)yn,xx

)
(`) = βηn(0).

Taking the inner product of (3.7) with φn and using the fact that A is dissipative, we find

(3.13) zn(`)→ 0 in C,

(3.14)
η2
n,s(0)

ξ′(0)
→ 0 in C,

(3.15)

∫ `

0
α′(x)|zn|2 dx→ 0 in R,
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and

(3.16)

∫ `

0

ξ′′(s)

(ξ′(s))2
|ηn,s|2 ds→ 0 in R.

According to the assumption ξ′′(s) ≥ −Cξ′(s), ∀s ∈ R, in A.I, we get

(3.17) 0 ≤ −C
∫ ∞

0

1

ξ′(s)
|ηn,s|2(s) ds ≤

∫ ∞
0

ξ′′(s)

(ξ′(s))2
|ηn,s|2(s) ds→ 0 in C,

which implies that

(3.18) ηn → 0 in K.

It follows from Cauchy-Schwartz’s inequality that

|ηn|2(0) ≤ ξ(0) ‖ηn‖2S ,

and, hence,

(3.19) ηn(0)→ 0 in C.

Then, (3.19) together with (3.12), yields that

(3.20)
(
EI(x)yn,xx

)
(`)→ 0 in C.

On the other hand, we express the component zn in terms of yn by the equation (3.8) and substitute it into

(3.9), to find

(3.21)
(
EI(x)yn,xx

)
xx
− ρ(x)

(
ω̂2 + γ2

n

)
yn + iγnα(x)yn,x = ρ(x)gn + iγnρ(x)fn + α(x)fn,x,

which clearly gives

(3.22)∫ `

0

{(
EI(x)yn,xx

)
xx
− ρ(x)

(
ω̂2 + γ2

n

)
yn + iγnα(x)yn,x

}
yn dx =

∫ `

0
(ρ(x)gn + iγnρ(x)fn + α(x)fn,x) yn dx.

It is clear that the right-hand side of (3.22) converges to 0 thanks to the boundedness of the component yn

and the fact that fn and gn converge to 0 in H2
? and L2(0, `) respectively.

As for the last integral in left-hand side, since (3.8), (3.13) and (3.15), a straightforward calculation yields

(3.23)
γn

∫ `

0
α(x)yn,xyn dx = −α(`)

2γn
|zn(`) + fn(`)|2 − 1

2γn

∫ `

0
α′(x)|zn + fn|2 dx

= o(1).

For the first one, we have

(3.24)

∫ `

0

(
EI(x)yn,xx

)
xx
yn dx = −

(
EI(x)yn,xx

)
(`)yn,x(`) +

∫ `

0
EI(x)|yn,xx|2 dx.

In addition, as yn,x(`) =
∫ `

0 yn,xx dx, one can use Cauchy-Schwartz inequality and the boundedness of yn in

H2
? to deduce that

(3.25) yn,x(`) is bounded.
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Thus, combining (3.20), (3.24) and (3.25), we obtain

(3.26)

∫ `

0

(
EI(x)yn,xx

)
xx
yn dx−

∫ `

0
EI(x)|yn,xx|2 dx = o(1).

Therefore, we conclude from (3.22) along with (3.23),(3.26) that

(3.27) ‖zn‖2L2(0,`) − ‖yn‖
2
H2

?
= o(1).

Finally, using the assumption A.IV and (3.1) in (3.15), it follows that ‖zn‖L2(0,`) = o(1), and thus (3.27)

yields

‖yn‖H2
?

= o(1).

This contradicts the fact that ‖φn‖H = o(1) and the desired condition (3.2) is shown.

Third step. This last step is devoted to the proof of the second requirement (3.3). We will argue by

contradiction. Suppose that it is not true, that is, there exists a sequences φn = (yn, zn, ηn) ∈ D(A) and

γn ∈ R with ‖φn‖H = 1 and γn →∞ such that

lim
n→+∞

‖(iγn −A)φn‖ = 0.

This implies that even when γn →∞, (3.8)-(3.12) hold, as well as (3.13)-(3.19).

Due to trace theorem applied on fn and using (3.8) and (3.13), we find

(3.28) γnyn(`)→ 0 in C,

and substituting (3.19) in (3.12), we obtain

(3.29) (EI(x)yn,xx)(`)→ 0 in C.

To do so, we express zn as a function from (3.8) and substitute it into (3.9), to get

(3.30)
(
EI(x)yn,xx

)
xx
− ρ(x)

(
ω̂2 + γ2

n

)
yn + iγnα(x)yn,x = ρ(x)gn + iγnρ(x)fn + α(x)fn,x.

Similarly to [36] (see also [14, 24]), consider the smooth function

q(x) = eµx − 1,

with µ = max

{
‖ρ′‖∞
ρ0

,
‖EI ′‖∞
EI0

}
. Thereafter, taking the inner product of (3.30) with q(x)yn,x, we obtain

(3.31)

EI(`)q′′(`)|yn,x(`)|2 +

∫ `

0

{
3EI(x)q′(x)− EI ′(x)q(x)

}
|yn,xx|2 dx+

∫ `

0
(ρ(x)q(x))′ (ω̂2 + γ2

n)|yn|2 dx = o(1).

A careful look at the function q(x) defined above leads to claim that 3EI(x)q′(x)−EI ′(x)q(x) and (ρ(x)q(x))′

are strictly positive and hence (3.31) yields

yn,x(`)→ 0,
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and

‖γnyn‖ → 0, ‖yn‖H2
c
→ 0.

This, together with (3.8) and (3.18), gives the desired contradiction ‖φn‖ = o(1) which completes the proof

of the Theorem 4. �

Proof of Theorem 2. First, given a regular initial data (φ0, ω0) ∈ D(A) × R, we decompose the corre-

sponding strong solution Φ = (y, z, η, ω) ∈ D(A)× R into two components as follows:

Φ(t) = (φ(t), ω(t)),

where φ(t) = (y, z, η) is the unique solution of the linear subsystem

(3.32) φt(t) = [A+ (ω2(t)− ω̂2)R]φ(t),

with R is the compact operator defined by R(u, v, χ) = (0, u, 0), for all (u, v, χ) ∈ X . Furthermore, ω(t) is

the solution to the ordinary differential equation

(3.33)
dω(t)

dt
=

−γ(ω(t)− ω̂)− 2ω(t)

∫ 1

0
y(x)z(x) dx

Id +

∫ 1

0
y2(x) dx

.

Recall that the solution of (3.32) is given by

(3.34) φ(t) = e(t−T )A2φ(T ) +

∫ t

T
e(t−s)A2(ω2(t)− ω̂2)Rφ(s) ds, ∀t ≥ T,

for any T > 0. Then, it suffices to argue as in [35] (see also [9] and [43]). In fact, thanks to Theorem 1 and

(2.13), one can use Barbalat’s Lemma [33] to obtain

lim
t→∞

(ω(t)− ω̂) = 0.

In turn, we know, by virtue of Theorem 4, that
∥∥etA∥∥ ≤ Ce−δt, for all t ≥ 0. This, together with Gronwall’s

inequality, leads to the exponential stability in X of the component φ(t). Finally, as in [43] (see also [9]),

the second component ω(t) is exponentially converges to the desired angular velocity ω̂ of the disk.

Remark 2. It is a simple task to verify that the well-posedness result shown in Section 2 is true even if

α(x) is a positive constant function (denoted by α) and hence A.IV is fulfilled. Nevertheless, in this case,

the stability result of Section 3 requires a more careful investigation as the condition (3.1) is not satisfied.

This will be treated in the next paragraph when the physical parameters EI and ρ are constant and taken to

be 1. This means that the A.II is obviously satisfied, while A.III takes the form |ω̂| < 2
√

3

`2
.

Theorem 5. Suppose that the assumption A.I is fulfilled. Moreover, we assume that α(x) = α a pos-

itive constant and the desired angular velocity is small such as |ω̂| < 2
√

3

`2
. Then, for any initial data
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(y0, y1, η0, ω0) in D(A) × R, the solution (y, yt, η, ω) of the closed-loop system (1.9) exponentially goes to

the equilibrium state (0, 0, 0, ω̂) in Y.

Proof. Running on exactly the same lines as in the proof of Theorem 2, it suffices to show the exponential

stability of the linear subsystem governed by the operator A. To fulfill this task, one has merely to follow

the proof of Theorem 4. Indeed, the first step is entirely the same. For the second and third steps, we just

need to remove (3.15) and ignore any term containing α′(x). Otherwise, all the results up to (3.27) remain

true.

Now, in order to conclude that ‖zn‖L2(0,`) = o(1) and ‖yn‖H2
?

= o(1), let us take the inner product in

L2(0, `) of (3.21) with xyn,xxx. On one hand, integrating by parts yields

`

2
(ω̂2 + γ2

n)|yn,x(1)|2 − 3

2
(ω̂2 + γ2

n)

∫ 1

0
|yn,x|2dx−

1

2

∫ 1

0
|yn,xxx|2dx

−(ω̂ + γ2
n)Re (yn(`)ȳn,x(`)) + α`γnRe (i (yn,x(`)ȳn,xx(`))) = o(1).(3.35)

On the other hand, we infer from (3.8) and (3.13) together with (3.20) and (3.25) that (3.35) gives

‖yn,xxx‖L2(0,1) → 0, ‖yn,x‖L2(0,1) = o(1),

which, by interpolation, leads to yn → 0 in H2
c (0, 1). This, together with (3.27), implies that ‖zn‖L2(0,`) =

o(1) and the contradiction is reached.

Lastly, the reader can notice that (3.3) is also fulfilled if α is constant. �

4. NUMERICAL SCHEME

In this section, we will numerically replicate our stability results using a finite volumes method for the

space variable, and a Newmark method for the time variable.

4.1. Foundations of the scheme. Follow the ideas contained in [28], let L ∈ N, and let T an admissible

mesh of the interval (0, `) given by the family {Ki}i=1,...,L : Ki = (xi− 1
2
, xi+ 1

2
), and a family {xi}i=0,...,L+1

such that

x0 = x 1
2

= 0 < x1 < x 3
2
< · · · < xi− 1

2
< xi < xi+ 1

2
< · · · < xL < xL+ 1

2
= xL+1 = `.

We will set |Ki| = ∆x and xi = 1
2

(
xi− 1

2
+ xi+ 1

2

)
, ∀i = 1, 2, . . . , L; this is, our mesh will be uniform and

discretized using L control volumes or cells with center xi. In order to deduce our numerical scheme, we

will integrate equation (1.3) over each cell Ki to obtain

(4.1)

∫
Ki

ρ(x)ytt(x, t)dx+

∫
Ki

(EI(x)yxx)xx(x, t)dx−
∫
Ki

ρ(x)ω2(t)y(x, t)dx+

∫
Ki

α(x)ytx(x, t)dx = 0.
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Observe that ∫
Ki

(EI(x)yxx)xx(x, t)dx = (EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

i+1
2

− (EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

i− 1
2

.

While the last term in (4.1) can be rewritten as∫
Ki

α(x)ytx(x, t)dx = α(xi+ 1
2
)yt(xi+ 1

2
, t)− α(xi− 1

2
)yt(xi− 1

2
, t)−

∫
Ki

α′(x)yt(x, t)dx.

With this, equation (4.1) turns into

(4.2)

∫
Ki

ρ(x)ytt(x, t)dx+ (EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

i+1
2

− (EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

i− 1
2

−
∫
Ki

ρ(x)ω2(t)y(x, t)dx+ α(xi+ 1
2
)yt(xi+ 1

2
, t)− α(xi− 1

2
)yt(xi− 1

2
, t)−

∫
Ki

α′(x)yt(x, t)dx = 0,

which will be the expression to be studied under the finite volumes approach. For a given function f(x, t),

we will write fi(t) = f(xi, t),
∂f

∂t
(xi, t) = ft,i(t), and so on for other derivatives. In (4.2), each term will be

approximated as follows: ∫
Ki

ρ(x)ytt(x, t)dx ≈ ρiytt,i(t)∆x;

(EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

i+1
2

≈ EIi+1yxx,i+1(t)− EIiyxx,i(t)
∆x

;

∫
Ki

ρ(x)ω2(t)y(x, t)dx ≈ ρiω2(t)yi(t)∆x;

α(xi+ 1
2
)yt(xi+ 1

2
, t) ≈ αiyt,i(t);∫

Ki

α′(x)yt(x, t)dx ≈ αx,iyt,i(t)∆x.

We thus obtain the following semi discrete approximation of (1.3):

(4.3)
ρiytt,i(t)∆x+

EIi+1yxx,i+1(t)− EIiyxx,i(t)
∆x

− EIiyxx,i(t)− EIi−1yxx,i−1(t)

∆x
−ρiω2(t)yi(t)∆x+ αiyt,i(t)− αi−1yt,i−1(t)− αx,iyt,i(t)∆x = 0.

Observe that the derivative of α(x) can be obtained exactly since it is datum, while yxx(x, t) will be

approximated using a centered finite difference

yxx,i(t) ≈
yi+1(t)− 2yi(t) + yi−1(t)

∆x2
.

Therefore, (4.3) turns into

ρiytt,i(t)∆x+
EIi+1 (yi+2(t)− 2yi+1(t) + yi(t))− EIi (yi+1(t)− 2yi(t) + yi−1(t))

∆x3

−EIi (yi+1(t)− 2yi(t) + yi−1(t))− EIi−1 (yi(t)− 2yi−1(t) + yi−2(t))

∆x3

−ρiω2(t)yi(t)∆x+ αiyt,i(t)− αi−1yt,i−1(t)− αx,iyt,i(t)∆x = 0,



18 B. CHENTOUF, S. MANSOURI, M. SEPÚLVEDA CORTÉS, AND R. VÉJAR ASEM

after re-ordering terms, we get

(4.4)

ρiytt,i(t)∆x
4 +

(
αi∆x

3 − αx,i∆x4
)
yt,i(t)− αi−1yt,i−1(t)∆x3 + EIi+1yi+2(t)− 2 (EIi+1 + EIi) yi+1(t)

+
(
EIi+1 + 4EIi + EIi−1 − ρiω2(t)∆x4

)
yi(t)− 2 (EIi + EIi−1) yi−1(t) + EIi−1yi−2(t) = 0, i = 1, 2, . . . , L− 2.

As this is a second order ODE for yi(t), we will find its solutions using the Newmark algorithm described in

[34]. Let us write y(t) ∈ RL : y(t) = (y1(t)y2(t) . . . yL(t))T . In order to implement the Newmark algorithm,

we need to re-write (4.4) as follows:

(4.5) My′′(t) + Cy′(t) + Ky(t) = f(t)

where f(t) ∈ RL and M ,C,K ∈ RL×L will be defined in the following subsection, as we first need to

consider the boundary conditions associated to y(x, t) in Problem (1.3). Given T > 0, the Newmark

algorithm will allow us to compute an approximation of y(t) at t = tn ∈ [0, T ], where for ∆t < 1,

tn = n∆t, n = 0, 1, . . . , N and N = d T∆te. We will denote by y(n) the approximation of y(tn).

4.2. Boundary conditions at x = `. Regarding the boundary conditions at x = `, we will have

(EIyxx)x(xL+ 1
2
, t) = 0. Therefore, in the cell L we will have

∫
KL

(EI(x)yxx)xx(x, t)dx = −(EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

L− 1
2

≈ −
EILyxx,L(t)− EIL−1yxx,L−1(t)

∆x
.

Observe the appearance of the term EILyxx,L(t), which contains the memory effect. Writing F(t) :=

−β
∫ ∞

0
ξ(s)ytx(`, t− s)ds, that is, EILyxx,L(t) = F(t), one can write

(4.6)

∫
KL

(EI(x)yxx)xx(x, t)dx ≈ −F(t)

∆x
+
EIL−1(yL(t) − 2yL−1(t) + yL−2(t))

∆x3
.

On the other hand, at the cell L− 1 we have∫
KL−1

(EI(x)yxx)xx(x, t)dx = (EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

L− 1
2

− (EI(x)yxx)x(x, t)

∣∣∣∣∣
x=x

L− 3
2

≈ +
EIL (yL+1(t)− 2yL(t) + yL−1(t))− EIL−1 (yL(t)− 2yL−1(t) + yL−2(t))

∆x3

− EIL−1 (yL(t)− 2yL−1(t) + yL−2(t))− EIL−2 (yL−1(t)− 2yL−2(t) + yL−3(t))

∆x3
;

Note that the term yL+1(t) appears. Because yL+1(t) = yL+ 1
2
(t) and due to the memory term, we have

F(t) = EILyxx,L(t) ≈ EIL
yL+1(t)− 2yL(t) + yL−1(t)

∆x2
,

this motivates the following

yL+1(t) = ∆x2F(t)

EIL
+ 2yL(t)− yL−1(t).
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The first term at the right hand side explains the consideration of a source term f(t). Therefore, matrices

M ,C,K (now K(t)) and the vector f(t) in (4.5) will have the following form

(4.7) M = ∆x4



ρ1

ρ2

. . .

ρL−1

ρL


, C =



γ1

δ1 γ2

. . .
. . .

δL−2 γL−1

δL−1 γL



(4.8) K(t) =



a1(t) b1 c1

b1 a2(t) b2 c2

c1 b2 a3(t) b3 c3

. . .
. . .

. . .
. . .

. . .

cL−4 bL−3 aL−2(t) bL−2 cL−2

cL−3 bL−2 ã(t) c̃

cL−2 c̃ b̃(t)


, f(t) =



0

0
...
...

0

−F(t)∆x2

F(t)∆x2


.

where in C, γi = αi∆x
3 − αx,i∆x

4 and δi = −αi∆x3, i = 1, 2, . . . , L; and in K(t), ai(t) = EIi+1 +

4EIi + EIi−1 − ρiω
2(t)∆x4, bi = −2(EIi + EIi+1), ci = EIi+1 for i = 1, 2, . . . , L − 2, while ã(t) =

EIL−2 +4EIL−1−ρiω2(t)∆x4, b̃(t) = EIL−1−ρiω2(t)∆x4, c̃ = −2EIL−1. Thereby, the problem (4.5) turns

into

My′′(t) + Cy′(t) + K(t)y(t) = f(t).

Regarding the ω(t) function, writing ω(n) the approximation of ω(tn), we will compute it using an

implicit scheme given by

ω(n+1) =
I(n) − ∆tγ

2 ω(n) + ∆tγω̂

I(n+1) + ∆tγ
2

,

where I(n) := Id + ∆x
L∑
j=1

ρ(xj)(y
n
j )2 is the approximation of Id +

∫ `

0
ρ(x)y2(x, tn)dx, and ω(0) = ω0.

4.3. Treatment of the K(t) matrix and boundary conditions at x = 0. The Newmark scheme needs

the K(t) matrix to be symmetric and positive definite. To our inconvenience, this is not the case as it is

computationally found that a negative λ ≈ 0 is an eigenvalue of K(t). Instead of considering this matrix,

we use the projection of K(t) over the vector space orthogonal to the eigenvector v associated to this

eigenvalue. This is done by using (I − vvT

vT v
)K(t) instead of K(t). Once this is set, we consider the last

boundary condition left to apply at x = 0. It is clear that y 1
2
(t) = 0 and yx, 1

2
(t) = 0, t > 0. Due to this

last condition, we will write y1(t) = y0(t) = 0, and thus after the projection we discard the first row and

column of all matrices involved in our calculations. This procedure is similar to other cases found in the
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literature (see, for example, [8]).

4.4. Computation of the memory term. The Newmark algorithm requires to compute f(t) at t = tn+1.

Because the memory terms are inside that source term and those depend on the same numerical solution

y(n+1) we need to compute, a priori it is not possible to implement this algorithm. To overcome this

difficulty, we will treat (4.5) as a fixed point problem. Therefore, the problem to solve will be given by

(4.9) My′′(t) + Cy′(t) + Ky(t) = f̂

where

f̂ =
(

0 0 . . . 0 −F̂ (n+1,p)∆x2 F̂ (n+1,p)∆x2
)T
∈ RJ−1, F̂ (n+1,p) = EILy

(n+1,p)
xx,L ;

and {y(n+1,p)}p∈N is the sequence of numerical solutions obtained by the Newmark algorithm for approxi-

mating the solution at t = tn+1. Once a stopping criteria is fulfilled, we do y(n+1) = y(n+1,p) and move to

the next timestep.

To compute F̂ (n+1,p), we will borrow the idea from [5]. Invoking (1.5), we obtain

βη(t, 0) = −β
∫ ∞

0
ξ(τ)yxt(`, t− τ)dτ = EI(`)yxx(`, t).

Since η satisfies a transport equation, we solve it numerically through the following scheme

ηn+1
j − ηnj

∆t
−
η
n+ 1

2
j+1 − η

n+ 1
2

j

∆s
= −ξ(sj)

yxt(`)
(n+1,p) + yxt(`)

n

2∆t
,

in which ηnj = η(sj , tn), η
n+ 1

2
j =

ηn+1
j + ηnj

2
, and si = j∆s, j = 0, 1, 2, . . . ,K. We assume s ∈ [0, sf ], where

sf sufficiently big and ∆s < 1 : K∆s = sf . Subsequently, we set F̂ (n+1,p) = βηn+1
0 .

4.5. First computational example. Let us consider t ∈ [0, 20], x ∈ [0, 1], s ∈ [0, 50]; ∆t = 0.025,

∆x = 0.05, ∆s = 0.025; β = 0.1, γ = 1, ω0 = 5, ω̂ = 1, Id = 1; y0(x) = x4 − 4x3 + 6x2, y1(x) = −y0(x),

α(x) = 19
25 , EI(x) = 1 + x, ϕ0(τ) = −2t2 + 4t + 4, ρ(x) = 1 + x, and ξ(s) = e−s. Figure 2 illustrates

our results from different angles, while Figure 3 shows the numerical behavior of ω(t) and ||y||Y with time.

Results are in line with Theorem 5.

4.6. Second computational example. Let us consider t ∈ [0, 50], x ∈ [0, 1], s ∈ [0, 50]; ∆t = 0.025,

∆x = 0.05, ∆s = 0.025; β = 3, γ = 1, ω0 = 5, ω̂ = 3
2 , Id = 5; y0(x) = ((1 − x) sin(πx))2, y1(x) = 0,

α(x) = e−x, EI(x) = 1 + x, ϕ0(τ) = −2t2 + 4t+ 4, ρ(x) = 3 + sin(x), and ξ(s) = e−s. Figure 4 illustrates

our results from different angles, while Figure 5 shows the numerical behavior of ω(t) and ||y||Y with time.

Results are in line with Theorem 2. Some figures consider t ∈ [0, 15] in order to improve its visibility.
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Figure 2. First experiment. Numerical solution of y(x, t) from different angles.

Figure 3. First experiment. Left: time volution of the numerical solution of y(x, t) in Y

norm. Right: time evolution of the numerical solution of ω(t).

Figure 4. Second experiment. Numerical solution of y(x, t) from different angles. Right

figure considers t ∈ [0, 10].

5. CONCLUSION

In this article, we managed to show the stability result of the rotating disk-beam system under the

effect of a boundary infinite memory of type angular velocity. The minimal state approach is adopted so

that the infinite memory term is handled. Our findings are obtained under standard assumptions on the

memory kernel, the angular velocity of the disk and the parameters of the beam but also a pretty restrictive

condition on the spatial distribution α(x) of the compensation term ytx(x, t). More precisely, the hypothesis
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Figure 5. Second experiment. Left: time volution of the numerical solution of y(x, t) in Y

norm for t ∈ [0, 15]. Right: time evolution of the numerical solution of ω(t).

α(x) is non-increasing is needed to have a dissipative system. Moreover, the stability outcome of the system

is established under a stronger requirement, that is, α(x) is decreasing. Lastly, the case α constant is also

briefly discussed. These stability outcomes are validated through a numerical analysis by using a Finite

volumes method. Several examples are provided concerning the solution and the corresponding energy

norm.

In a future work, we aspire to try to relax the conditions on α(x). Moreover, it would be desirable

to consider a localized compensation term by assuming that α(x) acts only on a subdomain of the spatial

interval [0, `].
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Universidad de Concepción

Casilla 160-C, Concepción, Chile
Tel.: 56-41-2661324/2661554/2661316

http://www.ci2ma.udec.cl


