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Abstract. This article examines the impact of Hamiltonian dynamics on the interaction graph3
of Boolean networks. Three types of dynamics are considered: maximum height, Hamiltonian cycle,4
and an intermediate dynamic between these two. The study addresses how these dynamics influence5
the connectivity of the graph and the existence of variables that depend on all other variables in6
the system. Additionally, a family of regulatory Boolean networks capable of describing these three7
Hamiltonian behaviors is introduced, highlighting their specific properties and limitations. The8
results provide theoretical tools for modeling complex systems and contribute to the understanding9
of dynamic interactions in Boolean networks.10
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1. Introduction. Boolean networks are a widely used mathematical model for13

representing complex systems composed of variables, where each variables can assume14

one of two possible states: 0 or 1. These networks have proven to be valuable tools in15

various fields such as biology [21], genetics [10, 13, 20], and social network theory [9],16

among others. By reducing problems to a binary context, Boolean networks enable17

the modeling, simulation, and analysis of nonlinear interactions, as well as the study18

of the dynamic behavior of systems with multiple interdependent variables.19

A significant portion of existing studies has focused on specific complex systems,20

emphasizing the interaction between variables to infer dynamic properties. Notable21

examples include the analysis of interaction graphs with bounded in-degree and their22

implications on dynamics [2], the existence of fixed points [1, 3], limit cycles [8, 16],23

and the determination of the maximum length of limit cycles in certain families of24

Boolean networks [4, 12].25

However, most of these works rely on restrictions imposed on the interaction graph26

to infer dynamic properties, leaving the study of conditions induced in the interaction27

graph by a given dynamic largely unexplored.28

The primary objective of this paper is to analyze the properties induced by Hamil-29

tonian dynamics [23], characterized by a unique trajectory capable of visiting all states30

of the system. This analysis includes cases of maximum height, maximum limit cycle31

length, and dynamics intermediate to the two aforementioned cases.32

Additionally, we address the problem: given a Hamiltonian digraph GΓ, is it33

possible to construct a regulatory Boolean network whose dynamics is isomorphic to34

GΓ? To understand this question, we explore certain families of Boolean networks35

capable of exhibiting Hamiltonian cycle behaviors in neural networks [17, 14] and their36

implications for self-dual networks. From this, we present a family of Hamiltonian37

regulatory Boolean networks, self-dual and non-neural.38

This document is organized as follows: section 2 introduces the fundamental def-39
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2 A. ZAPATA-CORTÉS, AND J. ARACENA

initions and notations. section 3 focuses on the analysis of maximum in-degree and40

connectivity in interaction graphs. In section 4, a family of Hamiltonian regulatory41

Boolean networks is introduced, and finally, section 5 presents the conclusions, dis-42

cussing the obtained results and future work.43

2. Definitions and notation. A directed graph G = (V,A), where V is the44

set of vertices and A is the set of arcs. The in-degree of a vertex j ∈ V is denoted45

as d−G(j), and when there is no ambiguity, the subscript G is omitted. A directed46

graph is said to have a source component if it is a component with no incoming47

arcs from other components of the graph, while a sink component is a component48

with no outgoing arcs to other components. Finally, two components are considered49

independent if there is no directed path between them in G. For a more detailed50

description of graph-related concepts, we recommend consulting [5, 22].51

A Boolean network f : {0, 1}n → {0, 1}n, where n ∈ N, is a dynamic system52

defined in discrete time and space, consisting of n binary variables xj , with j ∈ [n] :=53

{1, 2, . . . , n}. The network is described by Boolean functions f = (f1, f2, . . . , fn),54

called local activation functions, where xj(t + 1) = fj(x(t)) determines the tem-55

poral evolution of each variable.56

The temporal evolution of the system is represented by a directed graph called57

the state transition graph or dynamics of f , defined as follows:58

Γ(f) = ({0, 1}n, {(x, f(x)) : x ∈ {0, 1}n}).59

Since f is a function, each vertex has an out-degree of one. We denote by G(n) the60

family of digraphs isomorphic to the dynamics of a Boolean network with n variables,61

described as follows:62

G(n) = {(V,A) digraph : |V | = 2n and for all u ∈ V, d+(u) = 1}.63

The study of graphs GΓ ∈ G(n) aims to identify properties common to all Boolean64

networks with the dynamic behaviorGΓ. The set of Boolean networks whose dynamics65

are isomorphic to GΓ is denoted by F(GΓ):66

F(GΓ) = {f : f is a Boolean network and Γ(f) ∼= GΓ}.67

We focus on digraphs GΓ ∈ G(n) that possess a directed path capable of visiting68

all their vertices, with the goal of analyzing the properties of the family of Boolean69

networks F(GΓ).70

The configurations 0⃗, 1⃗, ei ∈ {0, 1}n are defined as those with all zeros, all ones,71

and all zeros except for a one in component i ∈ [n], respectively. Additionally, ⊕72

denotes the modulo two sum operator, generalized to configurations in {0, 1}n by73

applying the operator component-wise.74

For a Boolean network f with n variables and a configuration x ∈ {0, 1}n, the75

following terms are defined: A Garden of Eden is a configuration x such that76

f−1({x}) = ∅. A configuration x is a fixed point if f(x) = x, and it is periodic if77

there exists k ∈ N such that fk(x) = x. Otherwise, x is called transient. A limit78

cycle is a cycle in Γ(f) of length at least two, and an attractor of the network is79

any fixed point or limit cycle.80

Moreover, the period of f , denoted as p(f), is the least common multiple of the81

lengths of all its limit cycles. The height of f , denoted as h(f), is the smallest k ∈ N82

such that, for any x ∈ {0, 1}n, fk(x) is a periodic point. Finally, a trajectory R of83
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f is a path in Γ(f) that does not repeat arcs, and |R| is the length of the trajectory,84

corresponding to the number of arcs.85

We say that the local activation function fj depends on the variable xi, or on the86

index i, if there exists a configuration x ∈ {0, 1}n such that fj(x) ̸= fj(x ⊕ ei). The87

interaction graph or dependency graph of the Boolean network f , denoted by88

G(f), is a directed graph with n vertices representing the network variables, where89

an edge (i, j) indicates that fj depends on xi.90

Additionally, the local interaction graph at z, denoted by Gz(f), is a sub-91

graph of G(f) restricted to dependencies on a specific configuration z ∈ {0, 1}n. The92

interaction and local interaction graphs are formally defined as:93

G(f) = ([n], {(i, j) ∈ [n]× [n] : fj depends on the variable xi})94

Gz(f) = ([n], {(i, j) ∈ [n]× [n] : fj(z) ̸= fj(z ⊕ ei)})95

A source component isolates a set of variables whose dynamics can be analyzed96

independently of the rest of the network. Let f be a Boolean network of n variables,97

x ∈ {0, 1}n, and I ⊊ [n] a set inducing a source component in G(f). The configuration98

xI ∈ {0, 1}|I| is defined as the projection of x onto the components indexed by I,99

while xI ∈ {0, 1}n is the negation of x on the components indexed by I. Finally,100

the subnetwork of f induced by I is the Boolean network fI : {0, 1}|I| → {0, 1}|I|,101

defined as fI(x) = f(x, y)I , for any y ∈ {0, 1}n−|I|.102

Example 2.1. Let f be the Boolean network of 3 variables described by the local103

activation functions and the network dynamics presented in Figure 1.

f1(x) = (x1 ∧ x2 ∧ x3) ∨ (x1 ∧ x2 ∧ x3)

f2(x) = (x1 ∧ x3) ∨ (x2 ∧ x3) ∨ (x1 ∧ x2)

f3(x) = x3

Γ(f) :

100 110 010 000

111 101 011 001

Fig. 1: Local activation functions and dynamics of the Boolean network f from Ex-
ample 2.1.

104

In this case, the configurations (1, 0, 0) and (1, 0, 1) are Garden of Eden states,105

while (0, 0, 0) and (1, 1, 1) are fixed points. The network’s limit cycle is [(0, 1, 1),106

(0, 0, 1)], with a period p(f) = 2 and a height h(f) = 3.107

Note that f1 and f2 depend on all variables. On the other hand, (2.1) shows that108

the local activation function f3 depends only on variable x3, since for any other index109

i ̸= 3, f3(x) = f3(x⊕ ei) holds.110

f3(1, 1, 1) ̸= f3((1, 1, 1)⊕ e3)(2.1)111

The interaction graph G(f) along with G(1,1,0)(f) is shown in Figure 2.112

Definition 2.1. For x, y ∈ {0, 1}n, we define x ≤ y if, for every component,113

xi ≤ yi holds. Given f , a Boolean network with n ∈ N variables, the local activation114

function fj is said to be:115
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G(f) :
1

2 3

G(1,1,0)(f) :
1

2 3

Fig. 2: Interaction graph and local interaction graph at (1, 1, 0) for f in Example 2.1.

• Increasing in component i ∈ [n], if for any configuration x such that116

xi = 0, it holds that fj(x) ≤ fj(x⊕ ei).117

• Decreasing in component i ∈ [n], if for any configuration x such that118

xi = 0, it holds that fj(x) ≥ fj(x⊕ ei).119

Additionally, fj is called unate if it is either increasing or decreasing in each of its120

components i ∈ [n]. The network is said to be regulatory if all its local activation121

functions are unate. Furthermore, the network is said to be monotone if all its local122

activation functions are increasing in each of its components i ∈ [n].123

The arcs of the interaction graph of a regulatory Boolean network can be labeled124

with signs σ(i, j) ∈ {+1,−1}, which indicate the nature of the relationship between125

the variables. A positive sign (+1) implies that fj is increasing with respect to xi,126

while a negative sign (−1) indicates that fj is decreasing with respect to xi.127

Definition 2.2. A Boolean network f is said to be Hamiltonian if its dynamics128

possess a trajectory that reaches all configurations. A Hamiltonian Boolean network f129

is classified as maximum height if its only attractor is a fixed point; intermediate130

height if its only attractor is a limit cycle of length k ∈ {2, 3, . . . , 2n−1}; or a Hamil-131

tonian cycle if its dynamics form a limit cycle of length 2n. Similarly, a digraph132

GΓ ∈ G(n) is classified as Hamiltonian of maximum height, intermediate height, or133

Hamiltonian cycle if GΓ
∼= Γ(f) and f belongs to the corresponding classification.134

Example 2.2. Let f = (f1, f2, f3) be a Boolean network with local activation135

functions and the interaction graph described in Figure 3. The Boolean network is136

Hamiltonian of maximum height, and its dynamics are shown in Figure 4.137

Example 2.3. Given the Boolean network f = (f1, f2, f3) defined in Figure 5,138

along with its interaction graph, we observe that the network is Hamiltonian of inter-139

mediate height, as reflected in its dynamics described in Figure 6.140

This manuscript is for review purposes only.
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f1(x) = x3

f2(x) = x1 ∨ (x1 ∧ x2 ∧ x3)

f3(x) = (x2 ∧ x3) ∨ (x2 ∧ x3)

G(f) :

3

1

2

Fig. 3: Local activation functions and interaction graph of f from Example 2.2.

Γ(f) :

000 011 111 101 100 001 110 010

Fig. 4: Hamiltonian dynamics of maximum height from Example 2.2.

f1(x) =x1

f2(x) =(x2 ∧ x3) ∨ (x1 ∧ x3) ∨ (x1 ∧ x2)

f3(x) =x2

G(f) :

3

1

2

Fig. 5: Local activation functions and interaction graph of f from Example 2.3.

Γ(f) :

000 101 011 110 010

111

001

100

Fig. 6: Intermediate height Hamiltonian dynamics of Example 2.3.
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6 A. ZAPATA-CORTÉS, AND J. ARACENA

Example 2.4. Given f = (f1, f2, f3), described by the local activation functions141

and the interaction graph shown in Figure 7, note that f is Hamiltonian with a cycle142

since its dynamics form a cycle of length 23, as depicted in Figure 8.143

f1(x) =x1

f2(x) =(x2 ∧ x3) ∨ (x1 ∧ x3) ∨ (x1 ∧ x2 ∧ x3)

f3(x) =x2

G(f) :

3

1

2

Fig. 7: Local activation functions and interaction graph of f from Example 2.4.

Γ(f) : 000

101

011

110

010

100

001

111

Fig. 8: Hamiltonian cycle dynamics of Example 2.4.

Our objective is on the properties of a Boolean network with Hamiltonian dy-144

namic. Next, we define a partition of the configuration space to identify patterns in145

the variable behavior that will be useful in the following results.146

Definition 2.3 ([7]). Given f , a Boolean network with n variables, and j ∈ [n],147

the set T (fj) ⊆ {0, 1}n is defined as the set of true points, and F (fj) ⊆ {0, 1}n as the148

set of false points of fj. These sets are defined as follows:149

T (fj) = {x ∈ {0, 1}n : fj(x) = 1}(2.2)150

F (fj) = {x ∈ {0, 1}n : fj(x) = 0}(2.3)151

If, for every j ∈ [n], it holds that |T (fj)| = |F (fj)| = 2n−1, the Boolean network f is152

said to be balanced.153

The sets of true and false points establish a partition of {0, 1}n, implying that154

for any j ∈ [n], |T (fj)|+ |F (fj)| = 2n holds. Henceforth, results concerning the set T155

will also apply to the set of false points F .156
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3. In-degree and connectivity of the interaction graph. In [6], it is estab-157

lished that any digraph GΓ ∈ G(n), other than the constant and identity digraphs,158

admits a Boolean network f ∈ F(GΓ) with interaction graph Kn, a complete digraph159

including loops. However, it does not analyze whether the existence of a digraph GΓ160

imposes common properties on all networks with dynamics isomorphic to GΓ. To161

address this question, Lemma 3.1 establishes a necessary condition on the in-degree162

of the interaction graph, linking Boolean networks with their dynamic behavior.163

Lemma 3.1 ([19], [23]). Let f be a Boolean network with n ∈ N variables and164

j ∈ [n] such that |T (fj)| is odd. Then, the in-degree of vertex j in the interaction165

graph is n.166

Proof. Suppose |T (fj)| is odd and that fj does not depend on the index i ∈ [n].167

From the definition of dependence, it follows that for any configuration x ∈ T (fj),168

x⊕ ei ∈ T (fj). This contradicts the hypothesis that |T (fj)| is odd, completing the169

proof.170

It is important to note that the converse implication of Lemma 3.1 is not true:171

in Example 2.4, T (f2) is a set of even cardinality, although variable 2 has maximum172

in-degree. On the other hand, if GΓ ∈ G(n) has a unique vertex with in-degree zero,173

the associated dynamics differ in exactly one image compared to a bijective behavior,174

motivating Theorem 3.2.175

Theorem 3.2. If GΓ ∈ G(n) (not necessarily connected) has exactly one vertex176

with in-degree zero, then for any Boolean network f ∈ F(GΓ), there exists a component177

j ∈ [n] such that d−(j) = n in its interaction graph.178

Proof. Suppose GΓ has exactly one vertex with in-degree zero. By definition, the179

out-degree of every vertex in GΓ is one. Consequently, 2n − 2 vertices have in-degree180

one, one vertex has in-degree zero, and one vertex has in-degree two.181

For an arbitrary Boolean network f ∈ F(GΓ), denote u, v ∈ {0, 1}n as the Gar-182

den of Eden and the configuration with two preimages, respectively. Since these are183

distinct configurations, there exists a component j ∈ [n] such that uj ̸= vj . Let us184

analyze the cases based on the value of component j of u.185

• If uj = 1, given that the dynamics have 2n − 2 configurations with exactly186

one preimage and vj = uj = 0, it follows that |T (fj)| = 2n−1 − 1, which is187

odd.188

• If uj = 0, it follows that |T (fj)| = 2n−1 + 1, which is also odd.189

In both cases, T (fj) has odd cardinality, and by Lemma 3.1, it is concluded that190

for any Boolean network f ∈ F(GΓ), there exists a vertex j ∈ [n] with in-degree191

d−(j) = n in G(f).192

Theorem 3.2 provides a sufficient condition to guarantee the existence of a vari-193

able with in-degree n in G(f) for Hamiltonian Boolean networks of maximum and194

intermediate height. However, this result does not apply to Hamiltonian cycle Bool-195

ean networks, as there exists a counterexample where no variable reaches this degree196

communicated by Florian Bridoux.197

The proof of the theorem allows the identification of variables with in-degree n,198

using the labels assigned to both the Garden of Eden and the configuration with an199

odd number of preimages.200

Corollary 3.3. Every Boolean network whose dynamics possess a unique Gar-201

den of Eden has a connected interaction graph. Moreover, if the Garden of Eden and202

the configuration with an odd number of preimages are negated configurations of each203
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8 A. ZAPATA-CORTÉS, AND J. ARACENA

other, then G(f) = Kn.204

Proof. Follows directly from Theorem 3.2.205

In Hamiltonian Boolean networks, there is a relationship between global dynamics206

and the type of induced subnetworks. In particular, this relationship extends to any207

GΓ ∈ G(n) that possesses a sufficiently long trajectory.208

Lemma 3.4. Let f be a Boolean network with n ≥ 2 variables, and let I ⊊ [n] be209

a set that induces a subnetwork of f . If the network has a trajectory in its dynamics210

of length greater than 2n − 2n−|I|, then fI is Hamiltonian cycle.211

Proof. Let P be a trajectory in Γ(f) of length greater than 2n − 2n−|I|, and let212

z ∈ {0, 1}n be the initial configuration of the trajectory. Let k ∈ N be the smallest213

value such that (fI)
k(zI) = zI . We can prove that k = 2|I|. Since P does not repeat214

internal vertices and zI can appear at most 2n−|I| times in the trajectory, the length215

of P is bounded as described in (3.1):216

(3.1) 2n − 2n−|I| < |P | < k · 2n−|I|.217

Since 2n − 2n−|I| = (2|I| − 1) · 2n−|I|, it follows that k > 2|I| − 1, implying that fI is218

Hamiltonian cycle.219

We name the quasi-Hamiltonian Boolean networks, whose dynamics consist of220

a cycle of length 2n − 1 and a fixed point. Although this network is neither strictly221

Hamiltonian nor connected, it satisfies Lemma 3.4 and is of theoretical interest for222

being modelable with a bounded interaction graph [2].223

Corollary 3.5. Let f be a Hamiltonian or quasi-Hamiltonian Boolean network224

with n ≥ 2 variables, and let I ⊊ [n] be a set that induces a subnetwork of f . Then225

fI is Hamiltonian cycle.226

Proof. Follows directly from Lemma 3.4.227

Lemma 3.4 strengthens the connection between the dynamics digraph and the228

resulting interaction graph, highlighting how the global properties of a network in-229

fluence the characteristics of its induced subnetworks. Next, we explore how these230

properties affect the connectivity of the interaction graph in Hamiltonian Boolean231

networks.232

Proposition 3.6. If GΓ is a Hamiltonian cycle, then for any f ∈ F(GΓ), G(f)233

is guaranteed to be connected.234

Proof. Suppose GΓ is a Hamiltonian cycle, and consider f ∈ F(GΓ). By con-235

tradiction, assume G(f) is not connected. This implies that G(f) has k ≥ 2 con-236

nected components, denoted as G(f)[S1], G(f)[S2], . . . , G(f)[Sk], with Si ⊊ [n] for237

i ∈ {1, 2, . . . , k}. Since G(f)[Si] has no incoming or outgoing edges to other compo-238

nents, by Lemma 3.4, each subnetwork induced by Si is a Hamiltonian cycle.239

Let d ∈ N denote the least common multiple described in (3.2). Since fSi
is a240

Hamiltonian cycle, its period p(fSi) is a power of two, and the least common multiple241

of these periods corresponds to the largest of these powers:242

d = lcm{p(fSi) : i ∈ {1, 2, . . . , k}}(3.2)243

= max{2|Si| : i ∈ {1, 2, . . . , k}}.(3.3)244

Since |Si| < n, it follows that d < 2n. For an arbitrary configuration x ∈ {0, 1}n,245

note that (fSi
)d(xSi

) = xSi
for all i ∈ {1, 2, . . . , k}. This implies that the period246
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p(f) ≤ d < 2n, contradicting the assumption that f is a Hamiltonian cycle. Thus, for247

any f ∈ F(GΓ), the digraph G(f) must be connected.248

Example 2.3 and 2.4 present Hamiltonian cycle and intermediate height Boolean249

networks with interaction graphs that are not strongly connected. In contrast, for250

maximum height, intermediate height, and quasi-Hamiltonian dynamics, the lenght of251

the attractor plays a crucial role in variable dependence, leading to greater interaction252

graph connectivity as shown in the following proposition.253

Proposition 3.7. Let f be a Hamiltonian Boolean network of maximum height,254

quasi-Hamiltonian, or intermediate height, with p(f) being odd. Then G(f) is strongly255

connected.256

Proof. Let f be a Hamiltonian Boolean network of maximum height. By Corol-257

lary 3.3, the digraph G(f) is connected. By contradiction, assume G(f) is not strongly258

connected. Denote G(f)[I] as a source component of G(f) induced by I ⊊ V (G(f)).259

By Lemma 3.4, fI is a Hamiltonian cycle with period p(fI) = 2|I|, which contradicts260

the existence of a fixed point in f ’s dynamics, thus proving that G(f) is strongly261

connected.262

Now, consider f as a quasi-Hamiltonian or intermediate height network with an263

odd period. By contradiction, assume G(f) is not strongly connected, and let I ⊊ [n]264

be the set inducing a source component in G(f). Then, fI is a Hamiltonian cycle by265

Lemma 3.4.266

Let y ∈ {0, 1}n be an arbitrary configuration. For all a ∈ N, it holds that267

(fI)
a·p(fI)(yI) = yI . For any periodic configuration x ∈ {0, 1}n of f , it follows that268

x = fp(f)(x). Projecting onto the components in I gives (3.4):269

(3.4) xI = fp(f)(x)I = (fI)
p(f)(xI).270

The equality implies that p(f) is a multiple of p(fI). However, since p(fI) = 2|I|, p(f)271

must be even. This contradicts the assumption that p(f) is odd, proving that G(f)272

is strongly connected.273

Hamiltonian Boolean networks satisfy p(f) + h(f) = 2n, which allows Proposi-274

tion 3.7 to be reformulated in terms of height. On the other hand, if G(f) is not275

strongly connected, then Hamiltonian cycle and intermediate height dynamics induce276

an ordering among the components. This highlights the absence of independent com-277

ponents in the interaction graph and limits the number of source and sink components.278

Definition 3.8. A digraph is unilaterally connected if, for every pair of ver-279

tices, there exists at least one directed path between them.280

It is straightforward to observe that a digraph is unilaterally connected if and281

only if it has no independent components. This fact is fundamental to the proof of282

Theorem 3.9, which establishes the connection between Hamiltonian dynamics and283

the structure of the interaction graph.284

Theorem 3.9. Let f be a Boolean network with Hamiltonian cycle or intermedi-285

ate height dynamics. The interaction graph of f is unilaterally connected.286

Proof. Assume, by contradiction, that f has an interaction graph that is not287

unilaterally connected. Then, there exist two vertices in G(f) with no directed path288

between them, implying they belong to independent components induced by A,B ⊊289

[n].290

LetM ⊊ [n] be a set inducing a subnetwork of f that has edges directed to vertices291
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10 A. ZAPATA-CORTÉS, AND J. ARACENA

in A and B in G(f) but not the other way around. This implies that M ∪A, M ∪B,292

and M ∪A ∪B =: D induce Hamiltonian cycle subnetworks due to Corollary 3.5.293

Denote g = fD and let s = max{p(fM∪A), p(fM∪B)} < 2|D|. Since p(fM∪A) and294

p(fM∪B) are multiples of a power of two, for any configuration x ∈ {0, 1}|D|, it holds:295

gs(x) = (gs(x)A, (gM∪B)
s(xM∪B)) = (gs(x)A, xM∪B) = (gs(x)A, xM , xB),(3.5)296

gs(x) = ((gM∪A)
s(xM∪A), g

s(x)B) = (xM∪A, g
s(x)B) = (xA, xM , gs(x)B).(3.6)297

Equating (3.5) and (3.6), we obtain gs(x) = x, implying that the period of g is less298

than 2|D|. This contradicts the assumption that g is a Hamiltonian cycle, proving299

that G(f) is unilaterally connected.300

Theorem 3.9 implies several relevant results. In particular, it establishes that301

the interaction graph has at most one source component and one sink component,302

guarantees that any pair of components is connected by a directed path, and ensures303

that the component graph of G(f) contains a Hamiltonian path. It is conjectured304

that if f has Hamiltonian cycle or intermediate height dynamics, the components of305

G(f) form a topological ordering with all possible edges between them.306

4. Regulatory family of Hamiltonian Boolean networks. Since not all307

families of Boolean networks can exhibit Hamiltonian behaviors, this section focuses308

on the construction of Hamiltonian-type regulatory Boolean networks.309

From the literature, it is known that monotone networks without constant local310

activation functions have at least two fixed points: 0⃗ and 1⃗. Additionally, the length311

of their limit cycles |C| ∈ N cannot reach 2n, as it is upper-bounded by the number312

of incomparable vectors with n components [4, 18]. This bound is presented in (4.1):313

|C| ≤
(

n

⌊n
2 ⌋

)
< 2n.(4.1)314

On the other hand, conjunctive and disjunctive networks have a height upper-315

bounded by h(f) ≤ 2n2 − 3n+ 2 [11]. If the interaction graph is strongly connected,316

these networks also have at least two fixed points. Additionally, Hamiltonian cycle317

Boolean networks are balanced in each of their local activation functions, a prop-318

erty not satisfied by certain types of networks, such as conjunctive, disjunctive, or319

canalizing networks with more than one variable.320

In contrast, [17] states that Hamiltonian cycle Boolean networks can be modeled321

using neural networks, a subfamily of regulatory Boolean networks, and demonstrates322

that self-duality is a necessary condition to describe bijective behaviors. Along these323

lines, we will prove the existence of regulatory, non-neural Boolean networks that324

describe Hamiltonian dynamics of maximum height, intermediate height, and Hamil-325

tonian cycle.326

4.1. Self-dual Boolean networks. In this section, we explore self-duality, for-327

mally described in Definition 4.1. It is conjectured that self-duality constitutes a328

necessary condition for a Hamiltonian cycle Boolean network to be regulatory, de-329

rived from the properties it induces and empirical results in the literature [15].330

Definition 4.1. A Boolean network f with n ∈ N variables is said to be self-331

dual in I ⊆ [n], with I ̸= ∅, if for any configuration x ∈ {0, 1}n, it holds that332

f(x) = f(xI)
I
.333
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Lemma 4.2. Let I ⊆ [n] be non-empty. The Boolean network f is self-dual in I334

if and only if, for any x ∈ {0, 1}n and k ∈ N, it holds that:335

fk(x) = fk(xI)
I
.336

Proof. Let f be self-dual in I. As shown in (4.2), applying the definition of337

self-duality twice proves the case k = 2.338

f2(x) = f(f(x)) = f(f(xI)
I
) = f(f(xI))

I
= f2(xI)

I
.(4.2)339

Proceed by induction on k ∈ N. Suppose that for all x ∈ {0, 1}n, fk(x) = fk(xI)
I
.340

We prove the case for k + 1:341

fk+1(x) = f(fk(x)) = f(fk(xI)
I
) = f(fk(xI))

I
= fk+1(xI)

I
.(4.3)342

For the reverse implication, consider k = 1, which corresponds to the definition of343

self-duality. Thus, the property holds for all k ∈ N, completing the proof.344

A notable result is the relationship between self-duality and the distance between345

configurations in a Hamiltonian cycle dynamic. This is formally established in the346

following lemma.347

Lemma 4.3. Let f be a Hamiltonian cycle Boolean network with n ∈ N variables348

and I ⊆ [n], with I ̸= ∅. The network f is self-dual in I if and only if, for any349

configuration x ∈ {0, 1}n, it holds that:350

f2n−1

(x) = xI .351

Proof. Suppose f is self-dual in I. By contradiction, assume there exists a con-352

figuration x such that f2n−1

(x) ̸= xI . Let k < 2n−1 be the smallest value such that353

fk(x) = xI . By Lemma 4.2, we deduce:354

fk(xI) = fk(x)
I
= x.(4.4)355

This implies that the distance between xI and x in the dynamics is k. However, this356

contradicts the fact that f has a cycle of length 2n. Therefore, for any x ∈ {0, 1}n, it357

holds that f2n−1

(x) = xI .358

For the converse, if every configuration x ∈ {0, 1}n satisfies f2n−1

(x) = xI , the359

bijectivity of the network allows us to take x = f(y), yielding f(yI) = f(y)
I
, which360

is equivalent to the definition of self-duality.361

A relevant result for our study is associated with local dependency. In the case362

where a configuration x ∈ {0, 1}n induces an edge in Gx(f), we can prove that such363

dependency is also induced by x.364

Lemma 4.4. Any self-dual Boolean network f in [n] satisfies, for every x ∈365

{0, 1}n, the equality:366

(Gx(f), σf ) = (Gx(f), σf ).367
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12 A. ZAPATA-CORTÉS, AND J. ARACENA

Proof. Let i, j ∈ [n] be arbitrary, and suppose that the edge (i, j) belongs to the368

digraph Gx(f). By the self-duality of f , the following chain of equivalences holds:369

(i, j) ∈ A(Gx(f)) ⇔ (fj(x) < fj(x⊕ ei)) ∨ (fj(x) > fj(x⊕ ei))370

⇔ (fj(x) < fj(x⊕ ei)) ∨ (fj(x) > fj(x⊕ ei))371

⇔ (fj(x) > fj(x⊕ ei)) ∨ (fj(x) < fj(x⊕ ei))372

⇔ (i, j) ∈ A(Gx(f)).373

Therefore, both local interaction graphs are equal, i.e., Gx(f) = Gx(f).374

If σx(i, j) ∈ {+1,−1}, this label implies a value for xi in the chain of equiva-375

lences, establishing an increasing or decreasing behavior of fj with respect to index376

i. Evaluating at x, the value in component j is inverted, and the inequalities switch377

from strictly greater to strictly lesser, and vice versa. Hence, σx(i, j) = σx(i, j).378

Consequently, we prove that (Gx(f), σf ) = (Gx(f), σf ), completing the proof.379

Self-duality in I for Hamiltonian cycle Boolean networks ensures maximum in-380

degree for such components. This is because self-duality guarantees that for arbitrary381

x, xI ∈ {0, 1}n, one belongs to the set of true points and the other to the set of false382

points.383

Definition 4.5. Let f be a Boolean network with n variables, i, j ∈ [n], and384

a ∈ {0, 1}. We denote T (fj , xi = a) = {x ∈ T (fj) : xi = a} as a subset of the set of385

true points of fj consisting of configurations such that xi takes the value a. Similarly,386

F (fj , xi = a) = {x ∈ F (fj) : xi = a} is defined for the set of false points.387

Theorem 4.6. Let f be a Boolean network with n ≥ 3 variables, i, j ∈ [n], and388

suppose that the set of true points T (fj) is a multiple of four and non-empty. If389

there exists some a ∈ {0, 1} such that |T (fj , xi = a)| is odd, then fj depends on all390

variables.391

Proof. First, let us prove that if the cardinalities of T (fj , xi = 0) and T (fj , xi = 1)392

differ, this implies that i ∈ N−(j). By contraposition, suppose that fj does not393

depend on xi. In this case, for any configuration x ∈ T (fj), it also holds that x⊕ ei ∈394

T (fj). However, this implies that the cardinalities of T (fj , xi = 0) and T (fj , xi = 1)395

are equal.396

On the other hand, if there exists a ∈ {0, 1} such that |T (fj , xi = a)| is odd, we can397

prove that N−(j) ⊇ [n] \ {i}. By contradiction, assume that there exists k ∈ [n] \ {i}398

such that k /∈ N−(j). This implies that for any configuration x ∈ T (fj , xi = a),399

it also holds that x ⊕ ek ∈ T (fj , xi = a), which contradicts the odd cardinality of400

|T (fj , xi = a)|.401

Finally, since |T (fj)| is a multiple of four, the cardinalities of T (fj , xi = 0) and402

T (fj , xi = 1) must both be odd and different, as their sum must be a multiple of four.403

If these cardinalities were equal, their sum would be a multiple of two but not of four.404

This proves that N−(j) = [n], implying that fj depends on all variables.405

Proposition 4.7. If a Hamiltonian cycle Boolean network f with n ∈ N \ {2}406

variables is self-dual in I ⊆ [n], then, for any j ∈ I, it holds that d−(j) = n.407

Proof. Let j ∈ I be arbitrary, and denote by P and Q the directed paths in Γ(f)408

from 0⃗ ∈ {0, 1}n to the configuration 0⃗ ⊕ eI ∈ {0, 1}n and vice versa, respectively.409

From Lemma 4.3, we know that 0⃗ and 0⃗⊕ eI are at a distance of 2n−1, implying that410

|P | = |Q| = 2n−1. Moreover, since the network is a Hamiltonian cycle, these paths411

cover all edges in the dynamics.412
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The path P must contain at least one configuration z ∈ T (fj , xj = 0) to transition413

the value of j from 0 to 1. In particular, if P contains k ∈ N configurations in414

T (fj , xj = 0), then P contains exactly k − 1 configurations w ∈ F (fj , xj = 1), as415

these transitions are necessary for the change in the value of j along P .416

If w ∈ F (fj , xj = 1) is arbitrary, the self-duality of f implies that fj(w) ̸= fj(w
I),417

which in turn establishes that w ∈ F (fj , xj = 1) if and only if wI ∈ T (fj , xj = 0).418

This means that w ∈ F (fj , xj = 1) belongs to the trajectory P if and only if wI ∈419

T (fj , xj = 0) belongs to the trajectory Q.420

Finally, the cardinality of T (fj , xj = 0) is obtained as the sum of the config-421

urations z, wI ∈ T (fj , xj = 0), resulting in an odd quantity as described in (4.5).422

423

(4.5) |T (fj , xj = 0)| = k + (k − 1) = 2k − 1.424

Applying Theorem 4.6, it is concluded that the index j ∈ I has in-degree n in G(f),425

completing the proof.426

It is not difficult to observe that if the Hamiltonian cycle Boolean network is self-dual427

in [n], by the previous result, its interaction graph is Kn.428

4.2. Family of Hamiltonian cycle Boolean networks. Initially, let us an-429

alyze the case n = 1, 2. From Lemma 4.8, given f as a Hamiltonian cycle Boolean430

network described by a regulatory Boolean network, it has a unique interaction graph431

G(f) with edges labeled with different signs. Figure 9 presents an example of such432

an interaction graph with signs and details how f [2] is constructed from the base case433

f [1] = (x1), a network of a single variable that is regulatory and has a Hamiltonian434

cycle.435

Lemma 4.8. If f is a Hamiltonian cycle, regulatory Boolean network with n = 2436

variables, then its interaction graph with signs (G(f), σf ) is a cycle without loops,437

with edges labeled as σf (i, j) = +1 and σf (j, i) = −1, where i ̸= j ∈ [2].438

Proof. An exhaustive analysis is carried out considering all possible configurations439

of a regulatory Hamiltonian cycle Boolean network with n = 2 variables.440

(G(f [2]), σf [2]) :

1

2

Γ(f [2]) :
01

00 10

11

Fig. 9: Interaction graph with signs for f [2](x1, x2) = (x2, x1) and its dynamics.

To extend this construction to the case n + 1, we use f [n] a Hamiltonian cycle441

Boolean network with n variables.442

Definition 4.9. Let f [1] = (x1) be a Boolean network with a single variable.443

Recursively, networks h[n+1], f [n+1] : {0, 1}n+1 → {0, 1}n+1 are constructed from f [n],444
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14 A. ZAPATA-CORTÉS, AND J. ARACENA

n ∈ N. Specifically, if z[n+1] =: z ∈ {0, 1}n+1 such that f [n](z[n]) = 0⃗ and zn+1 = 0,445

then:446

h[n+1](x) = (f [n](x[n]), xn+1),447

f
[n+1]
i (x) = (h

[n+1]
i (x) ∧ dz[n+1](x)) ∨ cz[n+1](x)448

where i ∈ [n], the Boolean functions cz, dz : {0, 1}n+1 → {0, 1} are conjunctive and449

disjunctive clauses defined as cz(z) = 1, dz(z) = 0, and take the opposite value450

otherwise.451

Figure 10 shows f [2](x1, x2) = (x2, x1) and the associated auxiliary network452

h[3](x1, x2, x3) = (x2, x1, x3).453

By modifying the auxiliary network, swapping the preimages of 0⃗ ∈ {0, 1}n+1 and454

1⃗ ∈ {0, 1}n+1, a new Boolean network f [n+1] is constructed, which is a Hamiltonian455

cycle, regulatory, and self-dual in [n+1]. Figure 11 illustrates f [3], a self-dual Boolean456

network in [3] defined by swapping preimages in the auxiliary network h[3].457

Γ(h[3]) :

010

000 100

110 011

001 101

111

Fig. 10: Dynamics of h[3](x1, x2, x3) = (x2, x1, x3), the auxiliary network.

Γ(f [3]) : cz

dz

010

000 100

110 011

001 101

111

Fig. 11: Dynamics of the network f [3] constructed from the auxiliary network h in
Figure 10.

Lemma 4.10. For any n ∈ N, the Boolean network f [n] is a Hamiltonian cycle458

and self-dual in [n].459

Proof. Base Case n = 1, 2, 3: For n = 1, the network f [1] = (x1) is trivially a460

Hamiltonian cycle and self-dual in [1]. It is explicitly verified that f [2] and f [3] are461
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Hamiltonian cycles and self-dual in [2] and [3], respectively, according to the local462

activation functions:463

f
[2]
1 (x) = x2,464

f
[2]
2 (x) = x1,465

f
[3]
1 (x) = (x1 ∧ x2) ∨ (x2 ∧ x3) ∨ (x1 ∧ x3),466

f
[3]
2 (x) = (x1 ∧ x2) ∨ (x1 ∧ x3) ∨ (x2 ∧ x3),467

f
[3]
3 (x) = (x1 ∧ x3) ∨ (x2 ∧ x3) ∨ (x1 ∧ x2).468

Induction for n ≥ 3: Assume that f [n] is a Hamiltonian cycle and self-dual in469

[n], and prove that f [n+1] is as well.470

Hamiltonian Cycle: Let cz, dz be the clauses defined for f [n+1]. Note that:471

f [n+1](z) = 1⃗, f [n+1](z) = 0⃗.472

For x ∈ {0, 1}n+1 \ {z, z}, the network reduces to:473

(4.6) f [n+1](x) = (f [n](x[n]), xn+1).474

Since f [n] is a Hamiltonian cycle, the configuration 0⃗[n] reaches all configurations475

u ∈ {0, 1}n+1 with un+1 = 0. Similarly, 1⃗[n] reaches all configurations v ∈ {0, 1}n+1476

with vn+1 = 1. Finally, since f [n+1](z) = 1⃗ and f [n+1](z) = 0⃗, the dynamics are477

strongly connected, and f [n+1] is a Hamiltonian cycle.478

Self-Duality: Let x ∈ {0, 1}n+1 be arbitrary. Using (4.6) and the inductive479

hypothesis, we prove self-duality in [n+ 1]:480

f [n+1](x) = (f [n](x[n]), xn+1),481

= (f [n](x[n]), xn+1),482

= f [n+1](x).483

Hence, f [n+1] is a Hamiltonian cycle and self-dual in [n+ 1].484

A distinctive feature of the networks in Definition 4.9 is that, except for n = 2,485

they always generate complete digraphs including loops. This result, derived from the486

self-dual structure of these networks, is formalized below.487

Corollary 4.11. Any Boolean network f [n] with n ∈ N \ {2} variables has a488

complete interaction graph Kn, including loops.489

Proof. For n = 1, the result is immediate, as f [1] = (x1).490

For n ≥ 3, Lemma 4.10 establishes that f [n] is self-dual in [n]. By Proposition 4.7,491

it is concluded that for all j ∈ [n], the in-degree satisfies d−(j) = n, implyingG(f [n]) =492

Kn.493

From this construction, certain properties justify the regulatory nature of the494

network. Describing f
[n]
j , with j ∈ [n], as the concatenation of a conjunctive and495

a disjunctive clause of size k ∈ {j, j + 1, . . . , n} over the variable xj , it is possible496

to infer the value of f
[n]
j when evaluated at an arbitrary configuration. This requires497

projecting the first k variables of the configuration to be evaluated. By a case analysis,498

given z ∈ {0, 1}n such that f [n](z) = 1⃗, the cases where there exist i, j ∈ [n] satisfying499

the inequality f
[n]
j (z) ̸= f

[n]
j (z ⊕ ei) are summarized in Table 1.500

This manuscript is for review purposes only.



16 A. ZAPATA-CORTÉS, AND J. ARACENA

i > j i = j i < j
i even i odd i even i odd j even j odd

n even True False False True True False
n odd False True True False False True

Table 1: Summary of the proposition: There exist i, j ∈ [n] such that f
[n]
j (z) ̸=

f
[n]
j (z ⊕ ei).

It is important to emphasize that, due to the definition of f [n], the conjunctive501

and disjunctive clauses of size n in f
[n]
j dominate the rest of the local activation502

function. For instance, we know that for any j ∈ [n], f [n](z) = 1⃗. This holds because503

each local activation function contains a conjunctive clause cz that fixes its value.504

Similarly, when evaluating f [n] at z, each f
[n]
j includes a disjunctive clause dz that505

sets the value to zero when evaluated at z. This behavior extends to clauses of sizes506

k ∈ {j, j+1, . . . , n− 1} when not evaluated at z, z, enabling characterization of these507

clauses. Following this direction, we generalize Table 1 to arbitrary configurations.508

Definition 4.12. Given k ∈ N, the configuration tk ∈ {0, 1}k is defined as one509

that oscillates in its values by components, i.e., tk = (0, 1, 0, . . .) or tk = (1, 0, 1, . . .).510

For x ∈ {0, 1}n, kx ∈ N denotes the largest value such that x[kx] = tkx
.511

The recursive construction of f [n] incorporates clauses defined from the configu-512

ration z[n]. The following result demonstrates that z[n] = tk, contributing to under-513

standing the construction of f [n].514

Lemma 4.13. The configurations z[n] and z[n] from Definition 4.9 are of type tk515

and tk, respectively. This establishes conjunctive clauses ctk and disjunctive clauses516

dtk at each recursive step of the construction.517

Proof. For the base case n = 2, these clauses are induced from z[2] = (1, 0) and518

its negation. Assume by induction on n ≥ 2 that for all k ≤ n, z[k] = tk. By519

construction, the last component of any z[k] has value zero, and by the induction520

hypothesis z[n] = tn = (tn−1, 0). Given that f [n+1](z[n], 0) = 1⃗, it follows that521

z[n+1] = (z[n], 0) = (tn, 0) = tn+1, completing the proof.522

From Lemma 4.13, the relationship between z[i] and z[n], i ∈ [n], is established,523

along with understanding the indices such that fj(z ⊕ ei) = 1. For an arbitrary524

configuration x ∈ {0, 1}n, note that the analysis pertains to x[kx]. The following result525

classifies these effects based on the relationship between the original configuration and526

its modification in component i, providing a tool for further analysis.527

Lemma 4.14. Given f [n] described in Definition 4.9, i ∈ [n], and x ∈ {0, 1}n528

arbitrary:529

1. For all i ∈ [n]\{j} such that kx, kx⊕ei < j, it holds that f
[n]
j (x) = f

[n]
j (x⊕ei)530

531

2. kx, kx⊕ei < i if and only if kx = kx⊕ei532

3. If kx = kx⊕ei , then for each j ∈ [n] \ {i}, it holds that f
[n]
j (x) = f

[n]
j (x⊕ ei)533

Proof. (1) Suppose kx, kx⊕ei < j, noting that the conjunctive and disjunctive534

clauses in f
[n]
j do not contribute to the evaluation of x and x ⊕ ei, as these clauses535

are of size j and above. Hence, the value of f
[n]
j depends only on the variable xj ,536
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implying:537

f
[n]
j (x⊕ ei) = (x⊕ ei)j = xj = f

[n]
j (x).538

(2.1) If kx, kx⊕ei < i, note that x and x ⊕ ei differ only in component i. If539

kx ̸= kx⊕ei , this implies there exists j < i where x and x ⊕ ei differ, leading to a540

contradiction. Thus, kx = kx⊕ei .541

(2.2) Assume kx = kx⊕ei . If the change in component i of x does not alter the542

value of kx, then kx, kx⊕ei < i, as desired.543

(3) Let kx = kx⊕ei and j ∈ [n] \ {i}.544

If j > kx, from (1) it follows that f
[n]
j (x) = f

[n]
j (x⊕ ei).545

If j ≤ kx, the value of f
[n]
j (x) is determined by xj or the conjunctive and dis-546

junctive clauses. By Lemma 4.13, these clauses are of type ctk and dtk , with k ≥ j.547

Since kx = kx⊕ei , it holds that xj = (x ⊕ ei)j , and thus the clauses of f
[n]
j (x) and548

f
[n]
j (x⊕ ei) take the same values:549

ctk(x) = ctk(x⊕ ei), dtk(x) = dtk(x⊕ ei).550

Therefore, f
[n]
j (x) = f

[n]
j (x⊕ ei).551

Lemma 4.14 is further refined considering the parity of n and the parity of the552

altered index in x ∈ {0, 1}n. Lemma 4.15 establishes how the conjunctive and disjunc-553

tive clauses interact with the size of the oscillating configuration x[kx] for predicting554

the evaluation of the local activation function.555

Lemma 4.15. For the Boolean network f [n], j ∈ [n], and x ∈ {0, 1}n such that556

kx ≥ j, it holds that:557

1. Assuming n is even and x[kx] = z[kx], or n is odd and x[kx] = z[kx], then558

f
[n]
j (x⊕ ep) = 0 and f

[n]
j (x⊕ eq) = 1.559

2. Conversely, if n is odd and x[kx] = z[kx], or n is even and x[kx] = z[kx], then560

f
[n]
j (x⊕ ep) = 1 and f

[n]
j (x⊕ eq) = 0.561

Where p, q ∈ {j + 1, . . . , kx} such that p is even and q is odd.562

Proof. Let i ∈ {j + 1, . . . , kx} and note that the parity or oddness of kx⊕ei =563

i − 1 depends on i. From the proof of Lemma 4.13, and denoting z = z[n], f
[n]
j564

includes conjunctive clauses cz[n]
, cz[n−1]

, cz[n−2]
, alternating in negation up to index565

j. Similarly, the disjunctive clauses in f
[n]
j alternate as dz[n]

, dz[n−1]
, dz[n−2]

, also up566

to index j. Denoting p, q ∈ {j + 1, . . . , kx} as described in the statement:567

(1) If n is even and x[kx] = z[kx], this implies that f
[n]
j (x ⊕ ep) = dz[p−1]

(z) = 0.568

This result follows since (x ⊕ ep)[p−1] = x[p−1] = z[p−1], and because n is even,569

the clause of size p − 1 (odd) activated by evaluating z[p−1] corresponds to dz[p−1]
.570

Similarly, for n odd and x[kx] = z[kx], we deduce that f
[n]
j (x⊕ eq) = cz[q−1]

(z) = 1.571

(2) Since f [n] is self-dual in [n], applying (1) yields the desired result.572

The results obtained are sufficient to demonstrate that the family of Boolean573

networks f [n] is regulatory.574

Theorem 4.16. The Boolean network f [n] is regulatory.575

Proof. Suppose, by contradiction, that f [n+1] is not a regulatory Boolean network.576

Then, there exist i, j ∈ [n], x ∈ {0, 1}n \ {z[n], z[n] ⊕ ei}, such that xi = z
[n]
i , and577
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without loss of generality, satisfies (4.7) and (4.8).578

f
[n]
j (z[n]) > f

[n]
j (z[n] ⊕ ei),(4.7)579

f
[n]
j (x) < f

[n]
j (x⊕ ei).(4.8)580

Evaluating at z[n] is justified because, from Lemma 4.4, the local interaction graphs581

with signs for z and z coincide. Moreover, these are the only configurations with582

distinct images in the regulatory Boolean network h = (f [n−1], xn).583

Note that the case kx, kx⊕ei < i cannot occur, as it would contradict (4.8) by584

Lemma 4.14. Assuming n is even, we proceed with a case analysis on the relationship585

between i and j:586

• Case i > j: From Table 1, it follows that i is even. Suppose kx > i, so587

kx⊕ei = i − 1, an odd value. However, Lemma 4.15 implies that f
[n]
j (x ⊕ ei) = 0,588

contradicting our assumption. Conversely, if kx⊕ei > i, it follows that kx = i − 1589

(odd). Since xi = z
[n]
i , the only possible case is x[i−1] = z[i−1], which returns 1 when590

evaluated in the network by Lemma 4.15. This contradicts (4.8), ruling out the case591

i > j.592

• Case i = j: Since n is even, Table 1 implies that i is odd.593

Suppose kx > i and note that kx⊕ei = i − 1, an even value. However, since594

i = j, kx⊕ei < j, implying that f
[n]
j (x ⊕ ei) = (x ⊕ ej)j = xj and f

[n]
j (z[n] ⊕ ei) =595

(z[n] ⊕ ej)j = z
[n]
j , values known to be equal because xi = z

[n]
i . This contradicts (4.7)596

and (4.8).597

Suppose kx⊕ei > i, so kx = i − 1, an even value. Since i = j, kx < j, imply-598

ing f
[n]
j (x) = xj and f

[n]
j (z[n]) = z

[n]
j . These values are equal because xi = z

[n]
i ,599

contradicting (4.7) and (4.8). Therefore, the case i = j is impossible.600

• Case i < j: From Table 1, j is even. Since kz[n]⊕ei = i−1 < j, f
[n]
j (z[n]⊕ei) =601

z
[n]
j . Furthermore, inequality (4.7) implies z

[n]
j = 0.602

Analyzing j, Lemma 4.14 precludes the possibility of kx, kx⊕ei < j, as this would603

contradict (4.8).604

If kx > j, then kx⊕ei = i− 1 < j, so f
[n]
j (x⊕ ei) = (x⊕ ei)j = xj , and from (4.8),605

xj = 1. Since xi = z
[n]
i , it follows that x[kx] = z

[n]
[kx]

, which contradicts xj ̸= z
[n]
j = 0.606

Suppose kx⊕ei > j, then kx = i− 1. Since xi = z
[n]
i , it follows that x[i−1] = z

[n]
[i−1]607

and (x ⊕ ei)[kx⊕ei
] = z

[n]
[kx⊕ei

]. Noting that i < j < kx⊕ei , (x ⊕ ei)j = xj = z
[n]
j = 1,608

and since kx = i− 1 < j, f
[n]
j (x) = xj = 0, contradicting our assumption.609

The case for n odd follows similarly to the even case. It is proven that f
[n]
j is610

unate, and therefore, the network f is regulatory.611

A corollary extending this intermediate result between the auxiliary network h[n]612

and f [n] is presented below.613

Corollary 4.17. The Boolean networks h[n] ∨ cz[n] and h[n] ∧ dz[n] , defined in614

(4.9) and (4.10) for all j ∈ [n], are regulatory.615

(h[n] ∨ cz[n])j(x) = (h
[n]
j ∨ cz[n])(x)(4.9)616

(h[n] ∧ dz[n])j(x) = (h
[n]
j ∧ dz[n])(x)(4.10)617

Proof. To prove that h[n]∨cz[n] is regulatory, we proceed analogously to the proof618

of Theorem 4.16. This is because the fact that f [n+1](z) = 0⃗ is not used.619
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For the network h[n] ∧ dz[n] , from Lemma 4.4, the local interaction graphs with620

signs satisfy:621

(Gz(h
[n] ∧ dz[n]), σg1) = (Gz(f

[n+1]), σg2) = (Gz(f
[n+1]), σg3) = (Gz(h

[n] ∨ cz[n]), σg4),622

Hence, h[n] ∧ dz[n] is a regulatory network.623

4.3. General case of Hamiltonian Boolean networks. Regulatory Boolean624

networks can model Hamiltonian behaviors because, from Corollary 4.17, we can ma-625

nipulate the local activation functions to establish Hamiltonian dynamics of maximum626

and intermediate height.627

Theorem 4.18. Every Hamiltonian digraph GΓ ∈ G(n) has an associated regula-628

tory Boolean network with dynamics isomorphic to GΓ.629

Proof. Let n ∈ N and GΓ be a Hamiltonian digraph with 2n vertices. The case630

where GΓ is a Hamiltonian cycle follows from Theorem 4.16. If GΓ is not a Hamil-631

tonian cycle, we can define g[n] ∈ F(GΓ) from f [n]. To do so, it suffices to change632

the arc (z[n], 1⃗) ∈ A(Γ(f [n])) to the arc (z[n], u), u ̸= 1⃗, describing a Hamiltonian but633

non-cyclic Hamiltonian dynamic.634

Since by definition f [n] = ((f [n−1]∧dz[n])∨ cz[n] , (xn∧dz[n])∨ cz[n]), we can define635

g[n] ∈ F(GΓ) as described in (4.11).636

(4.11) g
[n]
j (x) =

{
(h

[n]
j ∧ dz[n])(x) if x = z[n] and uj = 0,

f
[n]
j (x) otherwise.

637

According to Theorem 4.16 and Corollary 4.17, the local activation functions g
[n]
j are638

unate. If x ∈ {0, 1}n \ {z[n]}, it follows that g[n](x) = f [n](x), forming a Hamiltonian639

Boolean network. By definition, g[n](z[n]) = u, proving that g[n] is a regulatory and640

Hamiltonian Boolean network of maximum height when u = z[n], or of intermediate641

height otherwise.642

The network h[n] served as an auxiliary tool for constructing Hamiltonian cycle643

dynamics. However, this construction can be exploited further to extend the implica-644

tions of Corollary 4.17.645

Transitioning from a Hamiltonian cycle to another Hamiltonian dynamic requires646

changing only one arc. However, we demonstrate that this can be done for both the647

image of z[n] and z[n].648

Definition 4.19. A directed graph GΓ ∈ G(n) is called 2-Hamiltonian if all arcs649

of the digraph can be covered by two trajectories of length 2n−1.650

2-Hamiltonian digraphs illustrate the ability to modify two images of the auxiliary651

network h[n] while maintaining the property of being a regulatory Boolean network.652

Examples of 2-Hamiltonian digraphs include Hamiltonian digraphs, Γ(h[n]), or the653

one described in Figure 12, among others. For this last example, the arcs can be654

covered by two trajectories P : 1, 2, 4, 6, 5 and Q : 8, 7, 5, 3, 3, both of equal length,655

demonstrating its 2-Hamiltonian property.656

Note that 2-Hamiltonian digraphs do not necessarily induce properties in the657

connectivity of the interaction graph. A clear example of a disconnected interaction658

graph is G(h[n]).659

Corollary 4.20. Any 2-Hamiltonian digraph GΓ ∈ G(n) has a regulatory Bool-660

ean network with dynamics isomorphic to GΓ.661
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GΓ :

1

2

3

4

5

6

7

8

Fig. 12: Example of a 2-Hamiltonian digraph.

Proof. Let n ∈ N, and suppose GΓ is 2-Hamiltonian, distinct from a Hamiltonian662

cycle, with 2n vertices. Since f [n] is a Hamiltonian cycle, it is also 2-Hamiltonian,663

with trajectories P and Q defined in (4.12) and (4.13), respectively.664

P = 1⃗, f [n](⃗1), (f [n])2(⃗1), . . . , (f [n])2
n−1−2(⃗1), z[n],(4.12)665

Q = 0⃗, f [n](⃗0), (f [n])2(⃗0), . . . , (f [n])2
n−1−2(⃗0), z[n].(4.13)666

Since GΓ is 2-Hamiltonian, it can be covered using P and Q. Let u, v ∈ {0, 1}n be the667

images of z[n] and z[n] in the coverage of GΓ, and define g[n] ∈ F(GΓ) as the network668

describing this coverage. Based on f [n], the arcs (z[n], 1⃗) and (z[n], 0⃗) ∈ A(Γ(f [n]))669

are replaced with (z[n], u) and (z[n], v). g[n] is described as shown in (4.14).670

(4.14) g
[n]
j (x) =


(h

[n]
j ∧ dz[n])(x) if x = z[n] and uj = 0,

(h
[n]
j ∨ cz[n])(x) if x = z[n] and vj = 1,

f
[n]
j (x) otherwise.

671

From Theorem 4.16 and Corollary 4.17, g
[n]
j are unate local activation functions. For672

x ∈ {0, 1}n \ {z[n], z[n]}, g[n](x) = f [n](x). Additionally, g[n](z[n]) = u, g[n](z[n]) = v,673

and it follows that g[n] ∈ F(GΓ).674

5. Conclusions. In this work, Hamiltonian dynamics were addressed with the675

aim of contributing to the understanding of extreme dynamic behaviors, which achieve676

maximum possible values in parameters of interest such as height, the length of the677

limit cycle, and the minimum number of Garden of Eden states, among others.678

The relationship between the digraph GΓ of Hamiltonian dynamics and the asso-679

ciated interaction graph was demonstrated. In particular, the existence of networks680

that cannot be modeled using interaction graphs G(f) with bounded in-degree was681

proven, requiring specific connectivity conditions to reproduce these dynamics (see682

Table 2).683

Additionally, the inherent limitations of certain families of Boolean networks for684

modeling Hamiltonian dynamics were analyzed. As a primary contribution, a family685

of regulatory networks f [n] with Hamiltonian dynamics was presented, including cases686

of maximum height, intermediate height, quasi-Hamiltonian, Hamiltonian cycles, and687

their generalization to 2-Hamiltonian dynamics. The network f [n] is notable for being688

self-dual, suggesting that self-duality in [n] may be a necessary condition for any689

Hamiltonian cycle network to be regulatory.690

Furthermore, the network f [n] allows corroboration of the capacity of regulatory691

networks to model dynamics with an attractor of arbitrary length without requiring692
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these networks to be bijective. This result broadens the understanding of regulatory693

networks and their applications in modeling dynamic systems.694

Finally, although the results presented are limited to networks defined over a695

binary alphabet, the techniques and constructions developed in this work could be696

generalizable to networks with alphabets of size q ≥ 2. This aspect opens the door to697

new lines of research exploring the extension of these properties to complex systems.698

Type of
dynamics

Variable with
total dependency

Type of
connectivity

Existence of
regulatory
network

Hamiltonian of
maximum height

Yes
Strongly
connected

Yes

Hamiltonian
intermediate with

even period
Yes

Unilaterally
connected

Yes

Hamiltonian
intermediate with

odd period
Yes

Strongly
connected

Yes

Hamiltonian
cycle

Not necessarily
Unilaterally
connected

Yes

Quasi-
Hamiltonian

Not necessarily
Strongly
connected

Unknown

2-Hamiltonian Not necessarily No restrictions Yes

Table 2: Summary of properties present in the dynamics under study.
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2024-23 Julio Aracena, Luis Cabrera-Crot, Adrien Richard, Lilian Salinas: Dy-

namically equivalent disjunctive networks
2024-24 Julio Aracena, Raúl Astete-Elguin: K-independent boolean networks
2024-25 Sergio Carrasco, Sergio Caucao, Gabriel N. Gatica: A twofold perturbed

saddle point-based fully mixed finite element method for the coupled Brinkman Forch-
heimer Darcy problem

2024-26 Juan Barajas-Calonge, Raimund Bürger, Pep Mulet, Luis M. Villada:
Invariant-region-preserving central WENO schemes for one-dimensional multispecies
kinematic flow models
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