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Abstract

We propose and analyze a fully mixed finite element formulation for coupling free fluid flow with
porous media flow, governed respectively by the Navier—Stokes and Darcy equations. The coupling
is enforced through continuity of the normal velocity (mass conservation), balance of normal forces,
and the Beavers—Joseph—Saffman law. For the Navier-Stokes region, we adopt a pseudostress—
velocity—vorticity formulation in a Banach space setting, where the pseudostress tensor depends on
the pressure as well as on the diffusive and convective terms of the equations, and the trace of the
velocity on the interface is also included as an independent unknown. For the Darcy region, we
employ the standard dual-mixed formulation, with velocity, pressure, and the trace of the latter on
the interface as primary unknowns. The resulting scheme can be written as a nonlinear perturbation
of a two-fold saddle-point problem. Well-posedness of both the continuous and discrete formulations
is established under smallness assumptions on the data, by means of a fixed-point strategy combined
with the Banach—Ne¢as-Babuska theorem and Banach’s fixed-point theorem. These results hold
for arbitrary finite element subspaces satisfying suitable stability conditions. Specific choices of
finite element spaces are identified that fulfill these requirements, and we derive optimal-order a
priori error estimates. In addition, we develop a reliable and efficient residual-based a posteriori
error estimator for the proposed method. The proofs of reliability and efficiency rely on the global
inf-sup condition, Helmholtz decompositions, inverse inequalities, and well-known properties of
bubble functions. Several two-dimensional numerical experiments, with and without manufactured
solutions, are presented to confirm the theoretical convergence rates and to illustrate the accuracy
and flexibility of the method.
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1 Introduction

The coupling of free fluid flow with flow through porous media arises in a wide range of applications,
including blood filtration through vessel walls, the interaction between rivers and their riverbeds,
and enhanced oil recovery, among many others. From a modeling perspective, these processes are
often described by a coupled system in which distinct flow regimes are governed by different physical
laws, linked through interface conditions that ensure physical consistency. A classical example is the
Stokes—Darcy (SD) system, where the Stokes equations describe the free-flow region and the Darcy law
governs the porous-medium flow. The coupling is enforced through continuity of the normal velocity
(ensuring mass conservation), balance of normal forces, and the Beavers—Joseph—Saffman (BJS) law
for the tangential velocity. While this model is appropriate for slow flows, many practical situations
involve higher Reynolds numbers in the free-flow region, where inertial effects become significant. In
such cases, the Stokes equations are replaced by the Navier—Stokes equations, leading to the so-called
Navier—Stokes/Darcy (NSD) coupled problem. The NSD system preserves the interface structure of
the SD model but introduces additional analytical and numerical challenges due to the nonlinear
convective term in the Navier—Stokes equations.

Over the past years, various numerical schemes have been developed for the approximation of both
SD and NSD systems, including finite element and discontinuous Galerkin methods (see, for instance,
[5l, 13, (16, 22], 241, 25, 261, 28], [35], 1361, [37), 40}, 42, 147, [51] and the references therein). Most of these methods
adopt the classical velocity-pressure formulation for the free-flow equations, coupled with either primal
or dual-mixed formulations for the porous-medium equations, as in [, 22], 24, 25| 26], 36, [42], 47, [51].
An alternative strategy was proposed in [37] (see also [13]) for the SD system, based on a nonstandard
pseudostress—velocity formulation for the Stokes equations. This approach permits the use of the same
family of finite elements in both subdomains, facilitates the computation of additional quantities of
interest such as the velocity gradient and the vorticity, and preserves momentum at the discrete level.
The method in [37] was later extended to the NSD system in [39], where, to address the nonlinearity,
and inspired by [15], Galerkin-type terms arising from the constitutive and equilibrium equations were
incorporated into the variational formulation. This modification ensures the well-posedness of both
the continuous and discrete schemes.

More recently, [12] introduced a new approach for the pseudostress-velocity formulation of the
Navier—Stokes problem, avoiding the inclusion of the aforementioned Galerkin-type terms. This strat-
egy is based on considering Banach spaces for each unknown, instead of the classical Hilbert spaces,
which allows one to establish well-posedness and to derive optimal convergence results using standard
mixed finite element spaces, namely Raviart—Thomas elements for the pseudostress and discontinuous
piecewise polynomials for the velocity. In this direction, [§] proposed a Banach spaces-based approach
for a modified NSD system with variable viscosity, in which the gradient of the velocity is considered
instead of the strain tensor in the Cauchy stress tensor, together with a modified BJS law on the
interface. In that formulation, besides the pseudostress, velocities, and pressure, the velocity gradient
is also introduced as an additional unknown to handle the variable viscosity.

Inspired by [12] and [13][37], in this study we introduce and analyze a new formulation for the original
NSD model studied in [25] [26]. The proposed approach incorporates, for the Navier—Stokes region, the
pseudostress tensor, the velocity, the vorticity, and the trace of the velocity on the interface, all within
the Banach space framework of [I2]. For the Darcy region, we consider the velocity, the pressure, and
the trace of the latter on the interface, as in [13, 37]. This leads to a double saddle-point structure with
a perturbation arising from the convective term of the Navier—Stokes equations. A fixed-point strategy,
combined with the Banach—Necas—Babuska theorem and Banach'’s fixed-point theorem, is employed to
prove, under smallness assumptions on the data, the well-posedness of both the continuous and discrete



formulations, the latter for arbitrary finite element subspaces satisfying suitable stability conditions.
We then identify specific finite element spaces that meet these requirements and derive optimal-order a
priori error estimates. In addition, we propose a reliable and efficient residual-based a posteriori error
estimator for the new numerical scheme. The proofs of reliability and efficiency follow the techniques
developed in [T}, B8], making use of the global inf-sup condition, Helmholtz decompositions, inverse
inequalities, and well-known properties of bubble functions.

The rest of this work is organized as follows. The remainder of this section introduces the notation
and functional spaces that will be used throughout the paper. In Section |2 we present the model
problem and derive the fully mixed variational formulation, expressed as a nonlinear perturbation of
a two-fold saddle-point problem in a Banach space framework. Section is devoted to the well-
posedness analysis of the continuous formulation. The corresponding Galerkin scheme is introduced
and analyzed in Section [3| for generic finite dimensional subspaces, where the discrete counterpart
of the continuous theory is applied to prove existence and uniqueness of solution, along with an a
priori error estimate. In Section [4], we specify particular finite element spaces that satisfy the stability
hypotheses from Section [3land derive the corresponding theoretical convergence rates. In Section [f] we
derive a reliable and efficient residual-based error a posteriori estimator and finally in Section [6, we
present numerical experiments that illustrate the accuracy and flexibility of the proposed mixed finite
element method, as well as the reliability and efficiency of the a posteriori error estimator. Finally, in
Section |[7| we give some concluding remarks.

Preliminaries

Let us denote by 2 C R™, n € {2,3} a given bounded domain with polygonal/polyhedral boundary
I'. Standard notations will be adopted for Lebesgue spaces LP(2), with p € [1,00] and Sobolev
spaces WP(Q) with r > 0, endowed with the norms || - ||o ;0 and || - ||, .0, respectively. Note that
WOP(Q) = LP(Q) and if p = 2, we write H"(Q2) in place of W"?({2), with the corresponding Lebesgue
and Sobolev norms denoted by ||-|lo.o and ||- ||, respectively. We also write ||, for the H"-seminorm.
In addition, H'/2(T") is the space of traces of functions of H' () and H~'/2(T") denotes its dual. With
(-, )r we denote the corresponding duality product between H~'/2(T") and H'/2(T"). By S and S we will
denote the corresponding vectorial and tensorial counterparts of the generic scalar functional space .S,

whereas S” denotes its dual space, whose norm is defined by || fls := sup ”J’C<H>‘ Unless otherwise
#s€S S
stated, given any pair (-,-) in a product space X x Y, we denote ||(-, )H =1-llx+]"ly. In turn, for

any vector fields v = (v;)i=1,, and w = (w;);=1,, we set the gradient, divergence and tensor product
operators, as

Vv = <8w> ,  div(v Z g;j and v®W := (v;wj)ij=1,n-
,7=1,n J

In addition, for any tensor fields 7 = (745)i j=1,n and ¢ = ()i j=1,n, We let div(7) be the divergence
operator div acting along the rows of 7, and define the transpose, the trace, the tensor inner product,
and the deviatoric tensor, respectively, as

1
T = (Tji)ij=1m, ZTM, 7:(:= Z 7i5Gij, and 4= r —tr(7)I,

1,j=1

where I is the identity tensor in R™*™.



Additionally, we recall that the Hilbert space

H(div; Q) = {v cL2(Q): div(v) e L2(Q)},

1/2
equipped with the usual norm ||v||giv;o = (HVH%Q + ||div(v) H(%Q> is standard in the realm of mixed

problems. In the sequel we will make use of its tensor counterpart, and more generally, of the Banach
space H(div,; Q) (for p > 1) defined by

H(div,; Q) == {7‘ cL2(Q): div(r) € LP(Q)},

) . 1/2
endowed with the norm | 7av, 0 = (\|T||g,Q n ||d1v(T)||gvp;Q)

Finally, we end this section by mentioning that, throughout the rest of the paper, we employ 0
to denote a generic null vector (or tensor), and use C' and ¢, with or without subscripts, bars, tildes
or hats, to denote generic constants independent of the discretization parameters, which may take
different values at different places.

2 Continuous problem

In this section we introduce the model problem at the continuous level and we derive the corresponding
weak formulation.

2.1 Model problem

In order to describe the geometry of the problem, we let (g and Qp be two bounded and simply
connected polygonal/polyhedral domains in R™, n € {2,3}, such that 90 N IQp = ¥ # @ and
Qs N Qp = 0. Then, let I's := 9Ns\E, I'p := INp\E, and denote by n the unit normal vector on
the boundaries, which is chosen pointing outward from Qg U X UQp and Qg (and hence inward to Q2p
when seen on ¥). On ¥ we also consider a set of unit tangent vectors, which is given by t = t; when
n = 2 (see Figure |l| below), and {t1, t2} when n = 3.

Figure 1: Sketch of a 2D geometry of the coupled Navier—Stokes/Darcy model

The mathematical model is characterized by two distinct sets of equations and a set of coupling
terms, where the Navier—Stokes system in 2g and the Darcy model in Q)p are linked through appro-
priate interface conditions on Y. Specifically, within the free fluid domain {2g, the fluid motion is



governed by the incompressible Navier—Stokes equations:

Ts = 2ve(us) — psl in Qg, div(ug) =0 in Qg,
(2.1)
—div(Ts) + p(Vug)ug = fs in Qg, ug=0 on Iy,
where, Tg is the Cauchy stress tensor, ug is the fluid velocity, and pg is the pressure. In addition,
e(ug) := %(Vus + (Vus)t> is strain rate tensor, v > 0 is the dynamic viscosity of the fluid, p is the
density, and fg is a given external force.

In the porous medium 2p, we consider the following Darcy model:
K_luD 4+ Vpp =fp in Qp, div(uD) =0 inQp, up-n=0 onlp, (2.2)

where up is the Darcy velocity (specific discharge), pp is the pressure, and K € L°°({p) is a symmetric
tensor representing the intrinsic permeability of the porous medium divided by the dynamic viscosity
v of the fluid, assumed to be uniformly positive definite. This implies that there exists a constant
Ck > 0, such that

£ K (x)€ > OklE?, (2.3)
for almost all x € Qp, and for all £ € R™. Additionally, fp is a given external force.

Finally, the transmission conditions on ¥ are given by

n—1
ug-n=up-n onY and Tsn-+ Zwi_l(us -t;)t; = —ppn on X, (2.4)
i=1
where {w1,...,wp—1} is a set of positive frictional constants that can be determined experimentally.

The first condition in (2.4)) corresponds to mass conservation on X, while the second condition can be
decomposed into its normal and tangential components as follows:

(Tsn) -n=—-pp and (Tsn)-t;=—-wj(us-t;), i=1,...,n—1 (2.5)

The first condition in corresponds to the balance of normal forces, while the second, known as
the Beavers—Joseph—Saffman law, establishes that the slip velocity along X is proportional to the shear
stress along 3, under the assumption, based on experimental evidence, that up-t;, fori =1,...,n—1,
is negligible. For further details on this interface condition, we refer the reader to [7, 45| 48].

2.2 Variational formulation

We now proceed with the derivation of the fully-mixed variational formulation for the coupled Navier—
Stokes/Darcy problem described by the equations (2.1, (2.2), and (2.4]). To achieve this, we proceed
similarly to [39] (see also [19]) by introducing the pseudostress tensor:

os:=Ts—p(us@ug) =2ve(us) —psl— p(us @ ug). (2.6)

Observe that, due to the incompressibility condition tr(e(ug)) = div(ug) = 0 in Qg, the pressure can
be expressed in terms of og and ug as follows:

1
ps = —E{tr(as) + ptr(us ® us)} in Q. (2.7)
Additionally, the equilibrium equation (third equation of (2.1))) can be written now in terms of og as:
—div(eg) =1fs in Qg. (2.8)



In turn, let us additionally introduce the variable:
1 0 -
Vs = 5 (Vug — (Vug)')  in Q.

Noting that e(ug) = Vug — g, from (2.6) and (2.7), is easy to see that og, ug, and =g satisfy the

following identity:
1
QVGg = Vug — vg — 72py (us ® us)Cl in Qg.

In this way, from the latter, (2.8]), and recalling that og is a symmetric tensor, we observe that the

Navier—Stokes system (2.1) can be rewritten equivalently in terms of og, us and g by means of the

following first-order set of equations:
1

d _
—og=Vus —vg —

5 ﬁ(us®us)d in Qg, O'S:a'% in Qg,

2v
—div(og) =fs in Qg and us =0 on Tg.

(2.9)

In addition, the second equation in (2.4)) can be equivalently rewritten in terms of og, ug and pp as
follows:

osn + p(ug ® ug)n —l—Zw (ug-t;)t; = —ppn on 3. (2.10)

Observe that, after applying (2.7]), ps has been eliminated from the system. However, this variable
can be easily recovered by using (2.7)).

According to the above, in what follows we make use of the equivalent system given by equations
(2.2), (2.9), (2.10) and the first equation in (2.4]), to derive the fully-mixed variational formulation.
For simplicity, in what follows, for x € {S,D} we denote

= [vu, wi= [vow ad (7.0, [ric

We begin by proceeding similarly to [I2] and [37] by testing the first equation of (2.9) by 7 €
H(divy /33 ) and integrating by parts, and using the boundary condition ug = 0 on I'g, to obtain
1 . .
5(037 T8)s+ (Tsn, SD>E+('YS,TS)S"‘(US,le(TS))S‘F%((US@uS)da Ts)s =0, V715 € H(divys;Q).
(2.11)
Above, ¢ represents the trace of —ug on X, that is ¢ 1= —ugly € Hl/Q( Y) = [Héé2(2)]”, where

Hé(/)2(2) = {7)|2: veHY(Qg) and v=0 on FS},

endowed with the norm [[9[[1/2,00,;2 = [[E0,5(¥)|l1/2;004, With Eps : H'/2(%) — L2(09Qg), being the
extension operator defined by

5,
Bos() = { 15 o Ve,

The introduction of the additional unknown ¢ is motivated by the fact that, since g € H(div, /33 Q),
equation (2.11]) makes sense if ug € L*(£2), a condition under which its trace cannot be well-defined.
Additionally, as noted in [I2, Lemma 3.5], it is established that 7sn € H~1/2(9Qg) for all g €



H(divy/3; 2s), whose restriction to X can be formally identified with an element in Haol/ 2(E) =
[Hé{f(z)}' , also denoted by 7gn, through the identity

(Tsmn, p)s = (Tsn, Egs(p))ans,

where Eg g is the vector version of Epg. This ensures that the second term in (2.11) is well-defined
1/2
for o € Hy, (2).
Next, we impose weakly the second and third equations of (2.9) through the following equations

(Vs,div(ds))s = —(fg,Vs)s Vvg € L4(Q) and (Us,ns)s =0 VT[S ELgkew(Qs), (2.12)

where

Lgkew(QS) = {775 S LQ(Qs) : 'r]g = _rrls} .

Finally, for (2.2)), (2.10) and the first equation of (2.4), we proceed similarly to [13] and [37] by
introducing the additional unknown X := pp|y € H'/2(X), multiplying by suitable test functions and

integrating by parts, in particular the first equation of (2.2), to obtain the equations:
(KﬁluD,VD)D — <VD -1, )\>2 — (pD,diV(VD))D = (fDavD)D VVD € HFD (diV; QD),

0 VqD S Lz(QD) s

0 Ve e HY2(D),

0 Ve € Hyp'(2),

(gp, div(up))p
- <‘10 ’ n7§>2 - <uD ) n7§>2
<0'Sl’l,’l,[)>2 - <(p’¢>t,2 + <'¢) -1, >‘>E + P<(P ‘n, e ¢>E

(2.13)

where
n—1

(e )en =D wi @ ti,P-ti)s.

i=1
From the above, we arrive at the initial variational formulation: Find og € H(divy/s3;{)s), us €

L4(Qg), vs € L2, (Qs), ¢ € HE\2 (%), up € Hr, (div; Op), pp € L%(Qp), and A € HY/2(X), such that

skew

(2.11)), (2.12), and (2.13)) hold. However, it is important to note that if (og, us,vg, ¥, up,pp, A) is a
solution of the variational problem, then for any ¢ € R, (os — ¢, us,vg, ¥, up,pp + ¢, A+ ¢) is also a
solution. To avoid this non-uniqueness, we will seek the pressure pp in the space

L%(QD) = {qD S LQ(QD) : (qD, I)D = O} .

Notice that the first and second equations of (2.13)) hold for pp, gp € L3(Qp).

2.3 Analysis of the continuous problem

In this section we study the coupled variational system introduced in the previous section. To that
end, we first recall that the following decomposition holds (see, for instance, [10, 12} 30])

H(diV4/3; QS) = HO(diV4/3; QS) D R]L (214)

where
Ho(divy/s; Qs) = {’TS € H(divy/s3;Qs) : (tr(rs),1)s = 0}.



Following a similar approach to [37] we use this decomposition to redefine the pseudostress tensor as
os = og + L1, with the new unknowns og € Ho(divy/3;{2s) and £ € R, and to additionally rewrite

(2.11)) and the last equation of (2.13]) equivalently, as

%( $ 795+ (Tsm, @)s + (s, T8)s + (ug, div(Ts))s + %((us ®ug)!, Tg)s = 0,
J<‘P'nal>2 = 0)
(osn, )y — (P, P)es + (¥ -0, N +L€{(p-n,1)s +p(p -n,p-9P)s =0,

for all g € Hy(divy/3;€2s),7 € R, and ¢ € H(l)(/)2(2). Considering the above, to study the system given

by (2.11)—(2.13)), in what follows we analyze the equivalent variational formulation: Find ((a, ¢),u) €

H x @, such that
A((g’ f)’ (I’ %)) + C‘P(f’ ﬁ) + B((Iv %)72) + Clls (Ev I) = (fD,VD)D V(I, %) € Hv (2 15)
B((a,¢).v) = —(fs,vs)s VveQ, .

where, for the sake of clarity in the exposition, the spaces, unknowns and test functions have been
grouped as:

X := Ho(divys; Q) x Hrp (div; @p), Y := Hgy’(5) x HY/2() x L (Qs)

H:=XxY and Q:=L*Qs)xL3(Qp) xR,
= (O'S,UD) €X7 p = ((PvAa’YS) EY, u = (uS7pD7€) €Q7

T:=(1s,vp) € X, Y:=(,{ng) €Y, v:=(vs,qp,)) €Q,

19

where X, Y, H and Q are respectively endowed with the norms

[7llx == ITslldivy 505 + [VDllaivian s 1%lly = 1%l /2,005 + €]l /2:2 + [Imsllo.os »
[, Y)lm = [Izlx + [[¢lly, and |l¥llg = [Ivslloans + llgpllo.op + 111,
and the bilinear forms B: H x Q - R and A : H x H — R are given by
B((1,9),v) := (vs,div(Ts))as — (g0, div(vp))ap + (¥ - n, 1), (2.16)

and
A((a, @), (1,%)) := a(a,T) +b(T,p) +b(a,¥) — c(p, ), (2.17)
witha: X XX >R, b: X XY —=>R,and c: Y XY — R defined, respectively, by
1 _
a(o,T) = ﬁ(ag,rg)gs + (K 'up, vp)ay, »
b(I? ﬂ) = _<VD : n7§>2 + <Tsna¢>2 + (T577IS)QS ) (218)
c(e, ) == (P, Y)es+(p -nEs — (Y -nN\)sx,

whereas for each (wg, ¢) € L4(Qg) x Hi{2(2), Cy : Y x Y — R and Cyyg : Q x X — R are the bilinear
forms given by

Colew) == p(d-ne-$)x and Cu(ur) = S ((ws@us)’, ms)os.  (219)



Now, due to the nonlinear nature of problem (2.15), arising from the presence of the forms Cyg
and Cyg in the system, the analysis will be based on a fixed-point strategy. More precisely, we let

J : LH(Qg) x Hl/Q(E) — L4(Qg) x Hl/z( Y)) be the operator given by

T (ws, ) i= (us, ) V(ws,$) € L (Qs) x Hy) (%), (2.20)

where, ((@,¢),u) = ((a, (¢, A\, 7s)), (us, pp, £)) € HxQ is the unique solution (to be confirmed below)
of the linearized version of problem (2.15)):

A((g7£)’ (I’ %)) + Cd’(f’ Q) + B((I’Q),E) + CWS (Ev I) = (fD,VD)D V(Ivﬂ) € H7
B((a,¢),v) = —(fs,vs)s VveQ,

(2.21)

and realize that solving (2.15) is equivalent to the fixed-point problem: Find (ug, ) € L*(Qg) x
(1)62(2), such that
J(us, ) = (us, ). (2.22)

In light of the above, we now focus on establishing suitable hypotheses under which problem ([2.22))
admits a unique solution. Before proceeding with this, we first study the well-definiteness of the
operator 7.

2.3.1 Well-definiteness of the fixed-point operator

To prove that J is well-defined, in what follows we focus on analyzing the well-posedness of the
linear problem (Z.21). To that end, we fix (wg,¢) € L4(Qs) x Hyy*(X), define the bilinear forms
A:(HxQ)x (HxQ)—Rand Awg e : (Hx Q) x (Hx Q) — R, given respectively by:

A(((g,¢);n), (7, %), v)) := Al(g, @), (z.9)) + B((z,¥),u) + B((g, ¢),v), (2.23)
for all ((a,¢),u), ((T,7%),v) € H x Q, and
Awso(((a, ), 1), ((1,4),v)) == A(((g, ), 0), (T,9),V)) + Cws (1, 7) + Cp(p,¥),  (2.24)

for all ((a,¥),u),((T,%),v) € Hx Q, and observe that (2.21)) can be rewritten as: Find ((o, ¢),u) €
H x @, such that

Aweo(((a,9) 1), ((T,4),v)) = F((r,9),v) V((r,¢),v)eHxQ, (2.25)
where F € (]HI X @)/ is defined by

F((Lﬂ)»l) = (fD>VD)QD - (fS7VS)Qs V((17%)72) cHxQ. (2'26)

Therefore, in what follows we apply the Banach-Necas-Babuska theorem (see e.g. [27, Theorem

2.6]) to prove that for any sufficiently small (ws, @) € L*(Qg) x Hl/ (X), Awg,¢, problem (2.25)
admits a unique solution. More precisely, in what follows we prove that for any sufficiently small
(ws, @) € L(Qs) x H,, 1/2 o (), Awg ¢ satisfies the following inf-sup conditions:

sup Avwg,o(((C, p),2), ((T,2),v))
04 (%), v)EHXQ (7, ), V)|l

= (¢ ), 2)l V(G w2z eHxQ,  (227)



with ¥ > 0 and

sup Ay g(((¢p),2), (T, %),v)) >0, VO#((T,9),v) e HxQ. (2.28)
((€:p),2)EHXQ

To this end, we proceed similarly to [12] by first proving that A (see (2.23)) satisfies the hypotheses of
the Banach—Necas—Babuska theorem. However, since A has a saddle-point structure, it is sufficient,
according to [27, Proposition 2.36], to show that the bilinear forms A and B fulfill the conditions of the
classical Babuska-Brezzi theory (see [27, Theorem 2.34]). We begin by establishing the boundedness
of the bilinear forms involved.

Let us first observe that the bilinear forms a, b, c (cf. (2.18)) that define the bilinear form A (cf.
(2.17), satisfy

la(e,7)| < llalllleslxlzslix, [b(z,9)| < Izlxll¢ly, [e(e, )| < lellllelvlly,

where ||a|| < max {1/(2v), [|[K™[o,00;00 } and [lc|| is a positive constant that depends on w;, with
i€ {l,...,n—1}. Using these estimates, it is easy to see that A satisfies

4@, ), (z.9)| < 141l (e @)l (z. %) s (2.29)

with [|A]| < max {2, ||a||, [|c|}. Now for B (cf. (2.16))), one can readily deduce that
Bz, 9).v)| < Iz w)llvllo- (2.30)

We continue by proving the corresponding inf-sup condition for B (cf. (2.16])).

Lemma 2.1 There exists 8 > 0, such that

B((,¢),v)
sup

Tews - e Vred 2.31
or(raer (T, ¥) | ¥/l 1)

Proof. Analogously to the proof of [I3, Lemma 3.2] (see also [37, Lemma 3.6]), we observe that, due to
the diagonal character of B (cf. (2.16])), to prove estimate ([2.31) it suffices to verify that the following
three independent inf-sup conditions hold:

(vs,div(Tg))s

sup > Billvsloans Vvs € LH(9s), (2.32)
O;ﬁTSeHQ(diV4/3;Qs) HTS”diV4/3;QS
,div(v
sup (ap, div(vp))p > B llapllon,  Vap € L§(Op), (2.33)
04vpeHr, (diviop) VD lldiviap
and .
sup 2 BUE S g0y e, (2.34)

075¢€H(1)62(E) ||¢H1/2,00;E

with B1, B2, 83 > 0.

For ([2.32)) we refer the reader to [12, Lemma 3.3|, whereas the inf-sup conditions (2.33|) and ([2.34))
can be found in [13, Lemma 3.2]. O

Now, we let V be the kernel of B (cf. (2.16))), that is

V= {(z,1p)eH: B((z,1),v) =0 Vge@}.
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Using the definition of B, it is not difficult to see that V can be characterized as follows

V= Xx Y,
where
X := Ho(divys; Q) x Hry (div; Qp)  and Y = Hy)*(2) x HY2(8) x L3 (s)
with
ﬁo(div4/3; Q) = {TS € Ho(divy/3;Qs) :  div(rs) = 0},
Hr, (div; Qp) = {VD € Hr, (div; Qp) :  div(vp) € PO(QD)},
and

Hy' () = {w e H*(D): (¥ -n )5 =0}

Having characterized V, now we turn to proving that A satisfies the hypotheses of the Banach—
Necas—Babuska theorem to conclude that A induces an invertible operator on V. However, given that
the bilinear form A exhibits a perturbed saddle-point structure (cf. ), we will achieve this by
applying the following abstract result, which extends [27, Proposition 2.36] to the case of perturbed
saddle-point problems.

Theorem 2.2 Let X and Y be separable and reflexive Banach spaces and let XCXandY CY be
subspaces of X andY, respectively. In addition, leta: X xX - R, b: X XY - R, andc: Y xY —- R
be bounded bilinear satisfying

(i) there ewists & > 0, such that a(z,x) > a|z||% Ve X,

- b
(ii) there exists B > 0, such that sup (@, y)
oeex Illx

> Blyly Vyev,

(i) c(y,y) > 0 VyeVY.
Then, the global bilinear form A: (X xY) x (X xY) — R defined by

A((@,y), (2,0)) = a(@, 2) + b(zy) + bla,w) — c(y,w) ¥ (2,p), (z,w) € X x Y,
satisfies the Banach—Neéas—Babuska conditions on X x Y, namely:

(a) There exists p > 0, such that
Al(z,y), (2, w))

Si(w,y) = sup > oll(@y)l V(zy) eXxY,
0#£(z,w)eX XY H(sz)H
(b) o
So(z,w):= sup A((z,y),(z,w)) >0, VO0#(z,w)e X xY.
(x,y)ef(xf/

Proof. We begin by proving (a). To that end, we let (z,y) € X x Y and make use of the fact that a
is a bounded and elliptic bilinear form on X, to deduce that there exists a unique £ € X, such that

a(z,2) =b(z,y), VzeX. (2.35)

11



Notice that from (ii) and (2.35]), ¥ can be bound in terms of z as follows

~ b o
Blyly < sup (2,9) — sup a(z, 1)
otzex 171X opaex IZllx

< llallll#[lx,

that is B
lylly < B~ allll2]x, (2.36)

with ||a|| > 0 being the bounding constant of a. In addition, from ([2.35]) we observe that the following
identities hold
a(z,z) =b(z,y) and a(x,z)=0b(z,y). (2.37)

In this way, combining (2.36]), (2.37)), (i) and (iii), we deduce that

Al(.). (0. ~9)) _ a(e.) +b(@.) — ba.y) + e(y.9) _ ali.2) + cy.)
e [ @l = ellx + Tl
Al &
I#lx

12 x +llylly = 8+ |lal
which combined again with (2.36]), implies
ap?
Si(z,y) > ————lyllv- (2.38)
lall (5 + llal)
On the other hand, from (i) and the boundedness of b, we deduce that

Su(z,y) > A@W @) _a@n) 2 0@ o)l 5z 00 gy (2.39)

[z, 0)] ]l x
with ||b]| > 0 being the bounding constant of b. Thus, combining (2.38]) and (2.39)), we obtain

~79 ~2 732
1+ ap Si(z,y) > b

lalllip] (5 + llal) lalliel (3 + llal

) HxHX7

which implies
o2 22
Si(zy) > P Jax. (2.40)
lalliel (B + llal) + a3

Therefore, from ([2.38) and (2.40)) we easily deduce (a).

Next, for (b) we let (z,w) # 0 in X x Y, and proceed analogously as for (a) by employing (i) and

(ii), to define Z # 0 in X, satisfying

a(2,v) = b(v,w), Vo € X, July <8 all2lx, a(%2) =b(%,w) and a(2,2) = b(z,w).

Then, noticing that
A((z,9), (2, w))

Sa(z,w) = sup  A((x,9), (z,w)) = sup ,
ﬁr(yy)efﬁxi; 0#(z,y)EX XY [ (z, y) |l
m?y =
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we make use of (2.41)) and proceed analogously as for (2.38)), to conclude that

A((z,y), (z,w)) _ A((Z —w), (z,w)) ap?
So(z,w) > su > S = pe
2 e Nenl G0l (34 el

) [wl[y. (2.42)

Then, noticing that w # 0, (b) can be easily deduced from (2.42)), which concludes the proof. O
Remark 2.3 Given (z,w) € X x Y, and proceeding analogously as for 2 , we deduce that

wp A 0) A0 () ol + bz w)
osemety M@l = GO J2]x

> allzllx = [[bll[lwlly,

which together with (2.42)), implies

A((z,y), (2,w)) V(z,w) € X x Y,

sup > ol|(z, w)]],

0#(z,y)EX XY [z, y)l

where ¢ > 0 is the same constant that satisfies (a) in Theorem . This estimate will be employed

later on to prove (2.28)).

Now we are in position of proving that A (cf. (2.17))) satisfies the hypotheses of the Banach—Necas—
Babusgka theorem, or equivalently, that A induces an invertible operator on V.

Lemma 2.4 The bilinear form A satisfies the Banach—Necas—Babuska conditions on 'V, that is, there
exists aq > 0, such that

sup > aall¢ e V(G p) e (2.43)

i O TERT T e
and

sup A((G p), (1,9)) >0 V(r,9p) €V. (2.44)
(¢ p)ev

Proof. According to the above, it is clear that to prove (2.43|) and ([2.44]) it suffices to prove that the
bilinear forms a, b, and c defining A (cf. (2.18])) satisfy the hypotheses of Theorem To do that,
we first observe that using [12, Lemma 3.2] and [37, Lemma 3.2], the following estimates hold

Cs HTSH3iv4/3;QS < ”TgH%,QS Vg € Ho(divyys; Qs) (2.45)

and
Cp [Ivplliivap < IVbllGo, Vvp € Hry(div; Qp), (2.46)

with Cg and Cp, being positive constants. Then, from the definition of the bilinear forms a and ¢ (cf.

(2.18)), using (2.3), (2.45) and (2.46)), we deduce that

1 d ~r
a(r,7) = o lITslloes + Cx Ivollie, > calzlx VreX, (2.47)

where oy = min {Cs/(2v),Cp Ck }, and

c(y.y) = Zw‘lw tilZs >0 Vo eY. (2.48)

=1
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In turn, a straightforward adaptation of [13, Lemma 3.3] allows us to obtain the inf-sup condition of
b on V:
b(I7 %) 7
sup > o lwlly Ve eY. (2.49)
oo Tlx

In particular, we observe that the inf-sup condition associated with the term (7gn, 1)y, in the definition
of the bilinear form b (cf. (2.18)) follows exactly as in [33, Lemma 4.3] since Tsn € H~1/2(9Qg) for all
Ts € Ho(divyy3; Qs). In this way, (2.47), (2.48), (2.49), and a straightforward application of Theorem
imply that A satisfies and with a4 depending only on «a, fp, and ||al|, which
concludes the proof. O
As previously announced, from Lemmas and [2.4) we obtain that the bilinear form A (cf. (2.23))
satisfies the Banach—Necas—Babuska conditions. More precisely, we have the following lemma.

Lemma 2.5

A(((C 1), 2), ((T,9),v
sup (((C”l(‘() 3#)(( )r’p) ) YIS ), 2)Il V(S ) 2) € H < Q, (2.50)
0#((T,%),v)EHXQ T,Y),v
with ) i
v = (aﬁci;z” b -
and

sup  A(((¢ p).2), (T,4),v) >0 V((T,9),v) #0 in HxQ.
((¢,1),2)€HXQ

Proof. The proof follows from Lemmas and and a straightforward application of [27, Proposition
2.36]. We omit further details. O

Next, we establish the well-posedness of problem (2.21]) or equivalently, the well-definiteness of the
fixed-point operator J. Before doing that we observe that, owing to the Hélder and Cauchy—Schwarz
inequalities, the functional F ((2.26))) satisfies

F(z.4),v)| < (lfpllogs + Ifslloasas) I((T,9). v V((z,9),v) e Hx Q. (2.52)

In addition, given (wg, @) € L*(Qg) x Hé{f(Z), making use of the estimates

|(ws @ ug)d, 75)s| < n'/2[|ws

0.4:0s1asllo.as0s | Tslloos ,  Vws,us € LH(Qg), 75 € H(divyys, ),
. 1/2
(@0, - P)s| < llisl® |9l /2,005 lelh/2005 @200, V&, 0,9 € Ho(/) (2,

where iy, is the continuous injection from HY?(X) to L3(X), we obtain

‘CwS(ﬂaz) + Cylp, )| < [Clll[(ws, @)l [|(us, L) (. ) x, (2.53)

for all u = (us, pp, £) € Q, @ = (¢, A\, vs) € Y, (,%) € H, with [|C|| < p max {Hig\|3,n1/2/(21/)}.
Now we are in position of establishing the well-posedness of problem ([2.25|).
Lemma 2.6 Let (ws, ¢) € L*(Qg) x HééQ(E), be such that
Y
ICHI(ws. D) < 3 (2.54)
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where ||C|| is the positive constants satisfying (2.53|) and ~ is given by (2.51)). Then, there exists a
unique ((a,p),u) € H x Q, solution to (2.25), which satisfies

(@l < = ( +lEslloa/sos) (2:55)

Proof. Given (wg, @) € L4(QS) X HééQ(E) satisfying ([2.54), in what follows we prove that Ay ¢
satisfies the inf-sup conditions and (| . To that end we let ((¢,p),2z) € H x Q and combine
estimate (2.50) with (2.53)), to ﬁnd that

vy AveellCw 2. (2.9).v)
0#£((1,),v)EHXQ (T, %), V)l
_ sup A(((gv E)vZ)v ((Ia g)aX)) + Cws (Za I) + Cqb(ﬁ, %) (256)
0£((T,1),v)EHXQ 1((z, %), )l

> (7= ICh litws, &) 1) (¢, ), 2)]

This inequality with assumption clearly imply that
Aws o (G, 1), 2), (T, 9),¥)) _ ~
— .57
oreomea M@V - 2 ekl (2:57)

thus Ay, ¢ satisfies (2.27), with ¥ = —

Now, for (2.28)) we first employ Remark to deduce that the bilinear form A satisfies

A b) )\
sup AL DB S e V() eV
o£¢wev IS )l

where vy > 0 is the same constant satisfying (2.43]). Then, from this inequality, the inf-sup condition
(2.31)) and [27, Proposition 2.36] we readily obtain that A also satisfies

A(((¢ p):2), (T, 9),v)) ) v ) v
empena  NGwal = B2l V@R efx@ @59

In this way, from (2.53)), (2.58) and similarly as for (2.56)), we deduce that for 0 # ((7,%),v) € Hx Q,
there hold

W Awp(Cw2) (m) )z sp  wesllen)n) (DY) v)
(CwazeHxQ - 0#£((¢,p) 2)€HXQ (S ). 2)|

> (v= ISl (ws, &)1} (2, %), vl

which combined with ( and the fact that ((7,%),v) # 0, implies that AWS o satisfies
Finally, if ((o, ¢),

) € H x Q, is the solution of - from (2.52)) and (| it is clear that -
holds, which concludes the proof.

)

15



2.4 Well-posedness of the continuous problem

Now we provide the main result of this section, namely, the existence and uniqueness of solution of
problem (2.15)). This result is established in the following theorem.

Theorem 2.7 Let fp € L2(Qp) and fs € L*/3(Qg) and define the bounded set

1/2 2
W= {(ws,¢) € L40s) < Hf () l(ws )l < = (ol + Wsloasas) }. - (259
where 7y is the constant defined in (2.51). Assume that fp and fg satisfies
4l cl
- (IEoloon +8slloassas) < 1. (2.60)

with ||C|| satisfying (2.53|). Then, there exists a unique (us,p) € W such that J(ug, ) = (us, ¥).
Equivalently, there exists a unique ((a, ¢),u) € HxQ solution to problem (2.15)). Moreover, ((a,),n)
satisfies

2
(e @)l < = (Iplloan + Ifslloazsas)- (2.61)

Proof. We begin by noting that, under assumption (2.60), any (wg, @) € W satisfies condition
(2.54), thereby ensuring the existence of J(wg, ¢). Consequently, let (wg 1, ¢;), (Ws2, ¢y) € W and
(us,h (pl)? (uS,Q) 902) S W7 be such that

J(ws1,¢1) = (us1,01) and  J(Ws2,¢9) = (us2,¥s) -

According to the definition of J (cf. (2.25))), it follows that there exist unique ((g;, ¢,), ;) € H x Q,
with 7 € {1,2}, such that for all ((z,%),v) € H x Q, there hold

AWs,i,dn(((ghfi)?Ei)? ((Lﬁ)v!)) = F((Lﬁ)l) .

Then, subtracting the corresponding equations and making use of (2.24]), we deduce that for all
((z,9),v) € H x Q, there holds

Awgi0,(((01 — 02,0, —@,): 01 —y), (T, %), V) = Cwg -ws, Uy, T) + Cop,—0, (0, ¥)

Therefore, recalling that (wg1,¢,) € W satisfies (2.6)), from the latter identity and the estimates

(2.53) and (2.57]), we obtain
AWSI7¢1(((QI _g2’£1 _£2)721 - 22)7 ((Ia %)72))

y
= l[(us1, ¢1) — (us2, @ < sup
y [ en) = (usn po)ll = oD o (@ @),V
o Sup CWS,I*WS,Z (2271) + C¢1_¢2 (fQ?%)
0£((7,3),v)EHXQ [((z,%),v)|l
< [IC [[(us,2; @)l [[(Ws,1, 1) — (Ws 2, o),

which together with the fact that (ug2,¢y) € W (cf. (2.59)), implies

HJ(WS,L o) — j(WS,27 Do)l = ||(US,17 p1) — (US,27 wa)ll

1jc|
< =
< 7 (o]

000 + 8047300 ) 1(Ws.1, 61) = (w2, o)
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The latter, together with the assumption (2.60) and the Banach fixed-point theorem implies that J
has a unique fixed-point in W, which equivalently implies that there exists a unique ((a, ¢),u) € HxQ

satisfying (2.15]).
Finally, estimate ([2.61) follows from the fact that ((o,¢),u) € H x Q can be seen as the solution
of (2.21), with (ws, ¢) = (us, ¢), thus ((, ), u) satisfies (2.55). O

3 Galerkin scheme

In this section we introduce the Galerkin scheme associated to problem (2.15) and analyze its well-
posedness by establishing suitable assumptions on the discrete subspaces involved.

3.1 Preliminaries
We begin by selecting a set of arbitrary discrete subspaces, namely

Hy C H(divy3;Qs), Hp CHpy(diviQp), L7 CLYQg), LY CL*Qp),

(3.1)
ASCHP(E), AR CHYA(®), $, CLE,,(0s).
Then, letting
Hj = Hj NHo(divy3;Qs) and Ly, := LY NL§(2p), (3.2)
and grouping the discrete spaces, unknowns and test functions as follows
Xy = H}  xHP, Y, :=Af xAD xS,
Hp = X, xY), and Qp := L} xLP xR, (33)
’ 3.3
g = (Us,h,uD,h) € Xy, Pn = (Qoha)\h778,h) €Yn, u:= (uS,haPD,hvgh) € Qn,
Ty = (TsnVvDR) € Xy ¥, = (Yp:&naMsp) € Yn, Vi = (VSh,aDhJn) € Qu,
the Galerkin scheme associated with (2.15)) reads: Find ((g},, ¢,), u,) € Hy x Qp, such that
A((thfh)a (Ih?ih)) + CSOh (Ehvgh) =+ B((Ih?%ﬁ/)auh) + CuS,h, (uh7lh) = (fD7 VD,h)D ’ (3 4)
B((an. ¢,,):vh) = —(fs,vsn)s,

for all ((Ih,'l,bh),yh) € Hj, x Q.

Next, we proceed analogously to [37, Section 4] (see also [13], [39], [19]) and derive suitable hy-
potheses on the spaces (3.1]) ensuring the well-posedness of (3.4]). We begin by noticing that, in order
to have meaningful subspaces ]HI,SL o and L]}?o we need to be able to eliminate multiples of the identity

matrix and constant polynomials from ]HI,SL and LE, respectively. This requirement is certainly satisfied
if we assume:

(H.0) [Po(2g)]™*™ C HP and Po(Q2p) C LD.
In particular, it follows that I € H% for all h, which implies that the following decomposition holds

Hj; = Hj o ® Po(Qs)I.
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Now, following the same diagonal argument utilized in the proof of Lemma [2.1] we observe that the
discrete version of the inf-sup condition (2.31]) of B (cf. (2.16)), i.e., there exists 84,5 > 0 such that

B((zp, ﬁh),Xh)
sup
04, el (T ¥l

> Ballvplle Vv, € Qn, (3.5)

holds if we assume:

(H.1) There exist 1,4, f2,a > 0, independent of h, and there exists 1, € Héé2(§]), such that

(vs,n, div(Tsn))s

sup > Bralvsplloaes Yvsy €Ly, (3.6)
otrs et ITsnldivys08
q,h, div(vp n))D
sup W INVDIID 5 g o0, Vap € LD, (37)
otvp el [VDallaivion
o€ A Vh and (¢-n, 1)y #0. (3.8)
In particular, note that (3.8) implies the inf-sup condition
Jh <¢h n, 1>E

sup

ol > Bs3alml Vn €R.
O£, EAS h111/2,00;5

We now look at the discrete kernel of B, which is defined by

Vi = {(Imﬁh) €Hy: B((zh,¥,),vy) =0 Vv, € Qh}-
In order to have a more explicit definition of V}, we introduce the following assumption:

(H.2) div(H}) C L} and div(HP) C LD.
It follows from (H.2) and the definition of B (cf. (2.16)), that V; = X;, x Y}, where

= ~ ~ ~ ~S
X), = HyoxH) and Y, = A, x A} xSy,

H%,o = {Tsyh c H%O o div(rg) = O}, ﬁ],? = {VDJL c H];? o div(vpy) € PO(QD)},
and Ki = {’(,bh eA}: (), -n 1)y = 0} .
In particular, it readily follows that V;, C V. In addition, defining the subspace
HS = {Tsﬁ EHS: div(tsy) = 0},
we observe that the discrete version of the inf-sup condition of b (cf. ), holds if we assume:

(H.3) There exist B%d, 52D,d > 0, independent of h, such that

(Ts,nn, ¥p)s + (TS hs NS 1)s
Sup : . — 2 5%@ (Hd’h”l/Q,OO;E + |Ing
0#7‘5@6@1% HTSvh||d1V4/3§QS

O,QS) : (3.9)
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~S
for all (ng p,, ) € Sp X Ay, and

(VD -1, &n)s
sup =~

I T
075VD,h€HE D,h|ldiv;Qp

1nllij2y Vén € A} (3.10)

~S
In particular, given (ngj,%)) € Sp x Ay, we observe that (3.9) and the fact that (b, -n,1)s = 0,
imply
o).

We observe that proceeding as in Lemma employing hypotheses (H.0)-(H.3) and Theorem
we can obtain the following discrete inf-sup condition for A.

(Ts,nm, Yp) s + (Ts,0,Ms 1)s

sup

S
~ snlla > Byq (||7J’h||1/2,00;2 + Ims 1
O#TsthHEVO S,h dlv4/3;QS

Lemma 3.1 Assume that the hypotheses (H.0), (H.1), (H.2) and (H.3) hold. Then, there exists a
constant a g4 > 0 depending only on aa, Ppa, and ||Al|, such that

sup A((£h7ﬁh)7 (Ihvgh))
04 (z.%, )€V [(Th, %)) llu

> QAd H(ghvﬁh)HH v(gmﬁh) S Vh . (311)

We end this section by noting that (2.29)), (2.30), (3.5) (cf. hypothesis (H.1)), (3.11)), [27, Proposi-
tion 2.36] and similar arguments to the ones employed to derive (2.50)), we have that the bilinear form

A (cf. (2.23)) satisfies the following discrete inf-sup condition:
A(((C, )5 2n), (Ths )5 Vi)

sup > (¢, , 1, ), 20)]l 5 3.12
S (AR WGzl (3:12)
for all ((ghvﬁh)?zh) S Hh X Qha where
2 A 2
- (aA,d + Bd + || ||) ) (313)

aAQ 53

3.2 Solvability analysis of the discrete problem
Now, let Jj : L,Sl X A,Sl — L% X A,SZ the discrete version of the fixed-point operator (2.20]), given by
Ja(wsn, ¢p) = (usn,en) ¥ (wsn, ¢p) € L x A},

where, (2@, ),1) = (@4, (@1 M Ys.))s (0 s P 1, £4)) € Hy x @y s the unique solution (to be
confirmed below) of the linearized version of problem (3.4]):

A((Qh:fh)v (Ihaih)) + C¢h (fhvyh) + B((Ihagh)ygh) + Cws,h (glwzh) = (fD7 VD,h)D ’ (3 14)
B((en, @,),¥n) = (s, vsp)ss

for all ((7,,%,),vy,) € Hp x Q. Equivalently, and similarly to (2.25)), we deduce that (3.14)) can be
rewritten as: Find ((ay,, ¢, ),u;,) € Hy, x Qp, such that

AWs,h,¢h((<Qhﬂ£h)7gh)7 ((Ihvﬁh)vzh)) = F((lmgh)vzh) V((Imﬁh)lh) S Hh X Qh7 (3'15)
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where the functional F is defined as in (2.26)), whereas the bilinear form Ay, ¢, is the bilinear form

given by (2.24)) (with (wgp, ¢;,) instead of (wg, ¢)). Therefore, solving (3.4) is equivalent to seeking
a fixed point of the operator Jg, that is: Find (ug s, ¢,) € L% X A,SZ such that

Ja(us n, p) = (usp, p) - (3.16)

The following lemma stablishes the well-definiteness of Jy.
Lemma 3.2 Assume that the hypotheses (H.0)~(H.3) hold. Let (wsp, @) € LY x A3, be such that
Yd
ICI (W, Il < = (3.17)
where ||C|| is the positive constants satisfying (2.53) and 4 is given by (3.13). Then, there exists a
unique ((gh,gh),gh) € Hy, x Qp, solution to (3.15), which satisfies

2
(2wl < 2 (Ifollos +I185lna/sa) - (3.18)

Proof. Given (Wsp, ¢y) € L% X A,Sl we proceed analogously to the proof of Lemma and utilize

(2.53), (3.12) and (3.17) to deduce that Ay, ¢, (cf. (2.24)) satisfies the discrete inf-sup condition

AWS,h@h(((ghﬁﬂh)’Zh)a ((Ihvgh)>zh)) Ya
sup 2 5 (S, ), 20l (3.19)
075((1h’£h)’!h)€HhXQh ||((Ih7$h)’zh)”

for all ((¢,.1,,),24) € Hp x Qp and yq defined in (3.13). Therefore, owing to the fact that for finite
dimensional linear problems, surjectivity and injectivity are equivalent, from (3.19) and the Banach—
Necas—Babuska theorem we obtain that there exists a unique ((gh,fh),gh) € Hj, x Qp satisfying
(3-15) and hence Ja(ws p, @5) = (usn, ) is well defined. Finally, if (g, ¢, ), us) € Hp X Qp, is the
solution of (3.15)) from (2.52)) and (3.19)) it is clear that (3.18)) holds, which concludes the proof. [

The following theorem provides the main result of this section, namely, existence and uniqueness of
solution of the fixed-point problem ([3.16]), or equivalently, the well-posedness of problem (|3.4]).

Theorem 3.3 Assume that the hypotheses (H.0)—(H.3) hold, let us define the bounded set

2
Wai= {(wspdn) €L x AT: lwsn @)l < (ol + [fslosan) - (3:20)
Assume in addition that el
7 (Ioloan + 8slloazse ) < 1. (3.21)
d

with ||C|| and ~aq satisfying (2.53) and (3.13)), respectively. Then, the operator Ja has a unique fized-
point (us n, py) € Wa. Equivalently, the problem (3.4) has a unique solution ((ay, ¢, ), uy,) € HpxQp.
Moreover, there hold

2
(2wl < = (Ifolloas + I15lnazas) - (3.22)

Proof. First we observe that, as in its continuous counterpart in Theorem assumption (3.21))
ensures the well-definedness of J3. Next, adapting the arguments employed in Theorem [2.7] to the
present discrete setting, we can obtain the following estimate
4lc
| Ta(ws1, @1) — Ja(Ws2, @) < 2 (HfDHO,QD + HfSHO,4/3;95> [(Ws1, ¢1) — (Ws2, &),

d

for all (wg1, ¢1), (Ws2, ¢3) € Wy. In this way, using estimate (3.21]) we obtain that Jy is a contraction
mapping on Wy, thus problem (3.16)), or equivalently (3.4]) is well-posed. Finally, analogously to
(3.18) we can obtain ({3.22]), which concludes the proof. O
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3.3 A priori error analysis

In this section we establish the corresponding Céa estimate of the Galerkin scheme (3.4]). To that end,
and in order to simplify the subsequent analysis, we write € = o — 0, €, = @ — e, and ey, = u—uy,.

Next, given arbitrary ((T, @h),ﬁh) € Hy, x Qp, we decompose the errors into

ec = €5+ Xo» e£:€£+x£, and ey =&, + Xu> (3.23)

with R
ﬁg-:g_zha ££:£_$h7 £u:E_!h,

N (3.24)
XQZZh_Qh7 ngﬁh_fha Xg:Xh_gh'

Consequently, subtracting (2.15) and (3.4]), and using the definition of the bilinear form A (cf. (2.23))),
we deduce the Galerkin orthogonality property:

A(((egv eg)’ eg)a ((lmih)vzh)) + CUS (E? Ih) - Cus,h (Hhvlh) + C¢(£7 gh) - Ccph (fhaﬂh) = 07

(3.25)
for all ((Ih,yh),yh) € Hj, x Q.
We now provide the main result of this section.
Theorem 3.4 In addition to the hypotheses of Theorem and Theorem assume that
4 C| 1
= (ol + Ifslloamos ) < 5 (3.26)

with v and va defined in (2.51) and (3.13), respectively. Let ((a, ), u) € Hx Q and ((ay, ¢, ) u,) €
Hj, xQp, be the unique solutions of (2.15)) and (3.4)), respectively. Then, there exists C > 0, independent
of h and the continuous and discrete solutions, such that

() = (eng )l <€ int (@) = (@)l (627)

Proof. First, for sake of simplicity and according to the notation (3.24), we denote (§,4,&,) =
(ug — Vg b, — ;) and (Xug> X)) = (Vs,n — us7h,'(zh — ¢y,). Next, using (3.23)), (3.25)), the definition
&=

of the bilinear form Ay ¢ (cf. ( ), and simple computations, we easily deduce that

AuS,ha‘Ph(((Xg? X£)7 Xg)? ((Ihvﬁh)’zh)) = _A((Egv ££)a (Ihafh)) - B((Il‘mﬁh)a EE)
- B((ﬁga ££)7Xh) - CﬁuS (E; Ih) - C§¢ (f? Qh) - Cus,h (537 Ih)

- C‘Ph (527 Qh) - CXuS (27 Ih) - CX<P (f? Qh) ;

for all ((7,,%,),vy) € Hp x Q4. Then, since (usp, ) € Wa, we use the discrete inf-sup condition

(3.19)), the continuity properties of A and B (cf. (2.29)) and (2.30)), together with estimate (2.53)),

and simple algebraic computation, to obtain

2 (e X)X < {1+ 141+ IS (s, @) + s, n)l) } (€ €€

FHICI I (us, @) ((Xes X)Xl
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which, together with the facts that (ug, @) € W (cf. (2.59)) and (usn, ¢p) € Wa (cf. (3.20))), we get

~ C
10 X)Xl < Cl(Egs &) &)l + S (Igbllos + I8slo.g30:) (s X)X

with C' depending on the constants 7, 74, ||C|, || A, and data fp,fs. Thus, the foregoing inequality
in conjunction with the data assumption ({3.26)), yields

(X X X) | < 2 (€9 €), €)1 (3.28)
Finally, from (3.23)), (3.28) and the triangle inequality we obtain

(e 9)sw) = (@n @), wp)ll < (1+20)[[((€g:€y): €l

which, combined to the fact that (T, @h) € Hy, and v, € Q), are arbitrary, concludes the proof. [

4 Particular choices of discrete subspaces

We now introduce specific discrete spaces satisfying hypotheses (H.0), (H.1), (H.2), and (H.3) in 2D
and 3D. To this end, we let 77? and ’ELD be respective triangulations of the domains €2g and p, which
are formed by shape-regular triangles 7" when n = 2 (or tetrahedra when n = 3). Assume that these
triangulations match in X, so that 7;LS U 7;lD is a triangulation of Qg UX U Qp. Let X, be the partition
of ¥ inherited from 7;18 (or 7;LD). We let hg := max {hT : T e ES}, hp = max{hT T e 77LD} and
h := max {hg, hD}. Furthermore, given an integer kK > 0 and T € 7'hS U ED, we let Pi(T') be the space
of polynomials of degree < k defined on T', whose vector and tensor versions are denoted [Py (7)™ and
[Py (T)]™*™, respectively. In addition, for each T € 7,5 U T,;” we consider the local Raviart-Thomas
space of lower order as
RTy(T) := [Po(T)]" @ Po(T) x.

where x := (21,...,x,)" is a generic vector of R™.

4.1 AFW -+ Raviart—Thomas in 2D
We define the discrete subspaces in as follows:

H = {Ts,h € H(divy3;Qs) :  7splr € [P1(T)]? VT € 7718},

HD — {vm € Hr, (div;p):  vpalr € RTo(T) VT e ThD},

Sn = {nsp € L () msulr € Po(DF2 VT € T}, (4.1)

L5 = {ven €LUQs):  vsulr € Po(D]F VT e TH},

LD .= {qD,h LX) : qoalr €Po(T) VT € 7;?} .
Note that Hz X L,Sl x Sy, constitutes the lowest order mixed finite element approximation of the linear
elasticity problem introduced by Arnold, Falk and Winther in [2]. In turn, H],? X L],? is the Raviart—

Thomas stable element of lowest order for the mixed formulation of the Poisson problem (see for
instance [10]).
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Now, we turn to define the finite dimensional subspaces A7 C H(l)(/]Q(E) and AP C HY/2(X). For this
purpose, let us assume that the number of edges of ¥}, is even and let Y95 be the partition of 3 arising
by joining pairs of adjacent edges of ¥ (if the number of edges of ¥, is odd, we simply reduce to
the even case by joining any pair of two adjacent elements and then construct g, from this reduced
partition). In this way, denoting by zp and xy the extreme points of X, we define

AS = {z/;h cCE)?: ple € [P1(e))? Ve € Tan, (o) = p(an) = 0},

(4.2)
AD = {gh ECE): &4l €Pie) Vee zgh}.

In what follow we verify that the discrete spaces Hj and Qp, defined by the combination of (3.1)),

62, (3-3). and ([4.2), satisfy hypotheses (H.0)—(H.3).

First, observe that Hy, HP, L} and L} clearly satisfy (H.0) and (H.2). In turn, the proof of
follows exactly the same steps as [12, Lemma 4.3] and using the properties of BDM interpolant (see [9)
Proposition 2.5.1]), besides that, it is well known that the discrete inf-sup condition holds (see for
instance [10, Chapter IV]). In addition, the existence of 1, € A,Sl satisfying follows as explained
in [37, Section 3.2], whence hypothesis (H.1) holds. On the other hand, regarding the discrete inf-sup
condition for b (cf. (H.3)), we proceed similarly to [13, Section 3.4.1]. Indeed, from [46, Theorem
A.1] and [37, Lemmas 4.2 and 5.2] we obtain (3.10)), and the inf-sup condition

Tg 0, Y
sup  ATSARPRE S o8 e, € AS, (4.3)

0#£Ts,, €M 175 ldiva/s.09
with C’; > (, independent of h, which yields

(Ts,n0, Yp)s + (TS psMs )8
sup

S
_ H : > C2 1Yl /200 = Ims pllo.gs » (4.4)
0#7s, 1, €H} 7-S7thlV4/3795

for all (ng 5, ;) € Sp X Ki In turn, defining

~

E {Tsﬁ € H(div; Qs) : ctrgplr € [P(T))2 VeeR" VT TS,
div(rgp) =0 in Qg and 7Tgpn=0 on E} ,

we recall from [3, Theorem 11.9] that there exists C%

skew

> (), independent of h, such that

(T8,h:Ms 18 o
0#Tg heﬁ-\]l}sl ||TS,h div,Qg skew ” S,h” s

Thus, using that ]ﬁl% - }ﬁl,sl, we get

(TS0, Yp)s + (TS hy Mg p)s
sup i = > CSSkew Ims.n

0475, €M ”TSJL||diV4/3;Qs

0,05 - (4.5)

Finally, combining (4.4) and (4.5), we obtain (3.9) with ﬁ%,d = C’Sskew/2 min{l,C% /(1 + Csskew)},
concluding the proof of (H.3).
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4.2 AFW + Raviart—Thomas in 3D

Let us now define the discrete subspaces in as follows:
H = {rsp € H(diviys;Qs) s Tsalr € [PUT)P? VT €T},
H}) = {VD,h € Hr, (div;Qp) :  vpalr € RTo(T) VT € 771D},
Sn = {nsn € Laew(s) 5 msulr € PP vT € T}, (4.6)
Lj = {VS,h e L' (2s):  vsalr € [Po(T)® VT e ES},

L]h) = {qDJL S L2(QD) : qD,h|T S P()(T) VT € ED} .

Notice that these finite element subspaces are the 3D version of the ones defined in (4.1)), considering
that the vector and tensor fields live now in R? and R3*3, respectively.

Now, in order to define the discrete spaces Af C H1/2( ¥) and AP C HY2(X) for the unknowns on
the interface X, we proceed as in [I3, Section 3.4.2], and introduce an independent triangulation
of ¥, by triangles K of diameter h x and define Eg = max{ﬁ K K € %;}. Then, denoting by 0% the
polygonal boundary of ¥, we define

A = {wn € CEP: gl € PUK)P VK €%, w9, =0o0n 9%},
AD = {gh cOE): &lx €Pi(K) VK e zﬁ}.

In this way, we define the discrete spaces Hj, and Qp, by combining (3.1)), (3.2)), (3.3)), (4.6) and (4.7).

Next, for the verification of the required hypotheses for the corresponding discrete analysis, we first
observe that the same arguments from the 2D case imply the verification of (H.0), (H.1) and (H.2) in
3D. However, for the inf-sup conditions in (H.3), we proceed in the same way as in [13, Section 3.4.2],
we let 3;, be the partition of ¥ inherited from 7',;5 (or ED), formed by triangles of diameter hx, and
define hy := max{hg : K € X,}. Then, defining the set of normal traces of }NI}]? and ]ﬁ% as in
(4.7) (considering triangles instead of edges), utilizing [31, Lemma 7.5] (see also [46] Theorem A.1
and Remark A.2]), assuming that the mesh is quasi-uniform in a neighborhood of the interface, and
employing inverse inequalities on X, we can construct the stable discrete lifting of the normal traces
of H,[Z) and H%, and obtain that there exists Cy € (0, 1) such that for each pair (hg,hg) verifying
hy, < Cy hg, and - are satisfied. From the above, we can obtain the 3D version of -
and , and the discrete inf-sup condition for b is satisfied. According to this, we obtain (H.3).

(4.7)

4.3 Rate of convergence

Now, for both cases 2D and 3D domains, we establish the theoretical rates of convergence of our
discrete scheme ({3.4)). To that end, we first recall from [2], [10], [30], [41], and [14) Section 3.1] (see
also [23| Section 5.5]), the approximation properties of the finite element subspaces involved, which
are named after the unknowns to which they are applied later on.

(AP7?®) For each 0 € (0,1] and for each T3 € Hy(divy/3; Qs) N H(Qg) with divrg € W*/3(Qg),
there holds

dist (75, Hy o) = inf_ |75 — Tsalldivssi0s < Ch5{\
TS,hEth

+ l[div(rs) 4730 }
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(AP}®) For each § € [0,1] and for each vs € W%%(Qg), there holds

dist (vs,Ly) == inf _[lvs — vsaloans < Ch°|vs|sas -
VSJlEL}Sl

(AP}®) For each § € [0,1] and for each ng € L2 (Q2s) NH?(Qs), there holds

skew

dist (ns,8p) := | it |ns —msalloqs < CH nslsos-
S,h

(AP}!®) For each ¢ € (0,1] and for each vp € Hry (div; Qp) N HS(Qp) with divvp € H?(Qp), there
holds

dist (VD,HE) = ., inefHD lvp — VD,thiV;QD < Ch {HVD||(579D + ||diV(VD)H57QD} :
D,h h

(APY) For each § € (0,1] and for each v € Héé2(§]) NH/2+9(%), there holds

dist (1, A}) = ¢infxs 1 — ¥l /2005 < CR 1Y) 2rss -

REAY
(AP?) For each 6 € (0,1] and for each & € H/?*9(%), there holds

dist (¢, AP) == inf |6 — < Ch .
(&.A7) EheAEHE Enllijzy < 1€111/246,5

(AP?P) For each 6 € [0, 1] and for each gp € LE(92p) N H?(Qp), there holds

dist (qp, Lo) == inf flap —applloes < CA° llapllsep -

qD,he h,0

Then, we establish the theoretical rate of convergence of the Galerkin scheme (3.4) for the particular
choices of discrete subspaces (4.1))—(4.2) and (4.6)—(4.7)) in 2D and 3D, respectively.

Theorem 4.1 Assume that the hypotheses of Theorem hold. Let ((a,¢),u) € H x Q and
((Qhafh)7ﬂh) € Hy x Qp, be the unique solutions of the continuous and discrete problems
and ([34), respectively. Assume that there exists 6 € (0,1] such that o € H*(Qg), divo € Wo*/3(Qg),
us € Wo(Qg), ¢ € HY/?H (%), g € HY(Qg), up € H*(Qp), divup € H*(Qp), pp € H(Qp), and
X\ € HY?H9(S). Then, there exists Craze > 0, independent of h, such that

5 .
(e, @), 1) = ((@h, @,) up)ll < Crate h {Hallms + [[div(o)ls.4/3.04 + usllsa0s
+ llellij21es + [sllsos + llupllsep 4 l[div(up)lls.op + [IPplhison + |’>\||1/2+5,2} :

Proof. The result follows from a direct application of Theorem and the approximation properties
of the discrete subspaces. Further details are omitted. O

Remark 4.2 As an alternative to the discrete spaces and for the 2D and 3D cases, respec-
tively, one may consider the PEERS + Raviart-Thomas spaces (see [1] for PEERS elements), which
also satisfy hypotheses (H.0)—-(H.3). Consequently, problem is well-posed and satisfies .
Moreover, under regularity assumptions on the solution similar to those in Theorem an optimal
rate of convergence can be obtained.
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5 A posteriori error Analysis

In this section, we focus on the two-dimensional case and develop a reliable and efficient residual-based
a posteriori error estimate for the finite element scheme , using the discrete spaces introduced in
f. The extension to the three-dimensional case should be quite straightforward. We begin
with some notations. Similarly to [L3], for each T € T,> U T;P. Let £(T) be the set of edges of T', and
denote by &, the set of all edges of 7718 U 7;ZD, subdivided as follows:

En = En(T's) UER(I'p) U ER(Q2s) U ER(Qp) U ER(D),

where ET'y) :={e € & : e CIL} E) ={ee€ & e C O}, for each x € {S,D}, and
E(X):={e€é& : eCX}. Notethat £(X) is the set of edges defining the partition ¥;. Analogously,
we let E55(2) be the set of double edges defining the partition ¥o;,. In what follows, he stands for
the diameter of a given edge e € &, U Ep(X). Now, let ¢ € [L2()]™, with m € {1,2}, such that
qlr € [C(T)]™ for each T' € T;*. Then, given e € &,(€2), we denote by [g] the jump of ¢ across e, that
is [q] :== (ql1)|le — (g|77)|e, where T" and T" are the triangles of 7,* having e as an edge. Also, we fix
a unit normal vector n, := (n1,n2)* to the edge e and let t. := (—ng,n1)* be the corresponding fixed
unit tangential vector along e. Hence, given v € L2((,) and 7 € L2(Q,) such that v|r € [C(T))?
and 7|7 € [C(T)]**?, respectively, for each T € T;*, we let [v - t.] and [r t.] be the tangential jumps
of v and 7, across e, that is [v - t.] := {(v|r)]|e — (V|r7)|e} - te and [T te] == {(7|7/)|e — (T|77)]|e} te,
respectively. From now on, when no confusion arises, we will simply write t and n instead of t. and

n,, respectively. Finally, for any suffiently smooth scalar, vector and tensors fields ¢, v := (v, v2)*
and T := (7;j)2x2, respectively, we let
v On .
,_ 8:62 _(9331 — ﬁ _ﬁ
curl(v) := dvs  dvy | curl(q) := <8x27 0z, )
Ors ox1
Ovy  Ovy Otz Omy Omy 071 \"
t =" - d t = — —
ro (V) 6$1 81‘2 ’ an ro (T) <8x1 81‘2 ’ 8{[:1 81‘2

Next, for the sake of simplicity, in this section, we replace the formulation with the equivalent
one arising from the utilization of the decomposition . In other words, we eliminate the explicit
unknown £ € R and treat it implicitly by redefining the stress o as an unknown in H(div,/3;2s). In
this way, defining

X := H(divys; Q) x Hrp (div; Qp), Y == Hy)*(Z) x HY2(S) x L2 (s)
H:=XxY and Q:=L*Qg) x L3(Qp),

19

= (US7UD) € Xa f:: (‘107)‘7’78) € Y7 u = (U-S7PD) S Qu
T:=(1s,vp) €X, Y=, {,ns) €Y, v:=(vs,qp)€Q,

the mixed formulation reduces to: Find ((a,¢),u) € H x Q, such that
A((g, ). (1,%)) + Cplp, %) + B((T,¥),u) + Cys(u,7) = (fp,vp)p V(z,9) € H,

B((a,¢),v) = —(fs,vg)s YveQ,

(5.1)

where the form B has been redefined by omitting the last term in (2.16)), that is, B((T,%),v) :=
(vs,div(Ts))s — (¢p,div(vp))p, for all ((z,%),v) € Hx Q. As a result, letting L}E)’O = LPNLE(Op),
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and grouping the discrete spaces, unknowns and test functions as follows
Xy = H} x HY, Y, :=A) x AP xS,
Hj, == X, x Y, and Q := L} xLP .

oy = (osh,upp) € X, @, = (@nAnYsp) € Yr, W, = (usp,pop) € Qn,
Ty = (Tsn,vDp) € Xy ¥, = (Yp:&nomsp) € Yn, vy = (Vsh.app) € Qn s

the corresponding discrete problem is defined as follows: Find ((g,, ¥, ),u;,) € Hp x Qp such that

A((thfh)a (Ifwih)) + C‘Ph (fh’gh) + B((Iiwgh)vgh) + Cus,h (ghvlh) - (fDa VD,h)D )
B((an,#,),vh) = —(fs,vsn)s,

for all (7, 9,),v;,) € Hp x Qp.
We recall that Hj, and Qp, are defined based on the discrete spaces introduced in (4.1)-(4.2)). In
addition, owing to the equivalence between (2.15)) and (5.1), as well as between (3.4) and (5.2,

it is evident that both problems are well-posed and satisfy the respective continuous dependence

(5.2)

inequalities.

Let ((o,¢),u) € H x Q and ((gp, ¥, ), us) € Hy x Qp be the unique solutions of the continuous

and discrete problems (5.1) and (5.2)), respectively. Then, our global a posteriori error estimator is
defined by:

1/2 3/4
@:z{ Y OEr+ Y @%,T} + { > |fs+div<as,h>||§{j/3;T} : (5.3)

TeT? TeTP TeT?

where, for each T € ’ThS, the local error indicator is defined as follows:

2

2
0T ece(T)NEL(D)

1 d
Ysp + 5 (Fsh + plusy @ usy))

©%.:=h
5T T 2v

2

F losi — a2+ 1 -

1 d
rot (’Ys,h + —(osn + plugp @ ugy)) >

0T
1 d 2
+ > hel|[ || (vsat 55, (@sn+p(usp @usp))” )t (5.4)
e€&(T)NER(Qs) 0,e
1 d 2
+ > he <‘Ys,h + 5 (s + plusp @ usp)) ) t
ecE(T)NEL(Ts) 0,e
1 2
+ ) he (‘Ys,h + o (osh +p(usp © US,h))d) t+ o),
e€E(T)NER(D) 0,e
— 2
+ Z heHO'S’hn—w 1<Q0ht)t+)‘hn+p((’0h®¢h)nH0,e y
ecE(T)NE (D)
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and for each T € ED:

@12)771 = Hdiv(uD,h)Hg,T + h% HfD — KiluD,hHaT + h% HI‘Ot (fD - Kilu]lh) H(Q),T
_ 2
b - K ) €] 2, )
eES(T)ﬂSh(QD)
Y ke dmoa = IR, + (B — K M) -t = XIS, + I (ans + ) - nll?, b
eGE(T)ﬂEh(Z)

Hereafter, w denotes the sole frictional constant in (2.4]), while the expressions ¢} and X, represent
the tangential derivatives of ¢; and Ay, respectively, along the interface X.

5.1 Reliability of the a posteriori error estimator

We start by recalling that the continuous dependence result provided in , after adapting the
continuous spaces accordingly, is equivalent to the global inf-sup condition for the continuous formu-
lation (5.1]). Subsequently, by applying this estimate to the error ((o, ®),u) — ((ay, Eh),gh) c HxQ,
using the methodology outlined in [IT, Lemma 5.2] together with the small data assumption ,
we deduce the existence of a constant Cgy;,, > 0, independent of h, such that:

R((T,%),v)
Il e) 1) = (lem2p) )l < Cor | S0 ), (56)

where R : H x Q — R is the residual functional

R((1,%),v) = Al(@, ¢) = (an, ¢,,), (T, %)) + B((z,%),u—uy)

+B((a, ) — (an,¢,): V) + Cpl(e, ¥) + Cug(u, 7) — Cy, (¢, ¥) — Cug , (W4, T),

for all ((7,%),v) € H x Q.

In turn, according to (5.1), (5.2), the definition of the forms A, B, Cg, Cwg, and using the fact
that div(up ) = 0 in Qp, we find that, for any ((7,%),v) € H x Q, there holds

R((7,%),v) := Ri(7s) + Ra(vp) + Ra(ns) + Ra(vs) + Rs(¥) + Re(),

where

1 d .
Ri(Ts) = —(Tsn, ¢p)s — (’Ys,h + E(Us,h + p(ug ®ugp)) 77'3) — (ug p, div(7s))s,
S

Ra(vp) = (fo — K Mup s, vD)p + (Vb - 1, Ap)y + (P01, div(Vvp))p
1

Rs(ng) = §(US,h - Ug,hv ns)s

R4(Vs) = —(fs + diV(O’Sﬁ), Vs)s R

Rs(¢) = —(ogpm —w (@), - t)t + Apn+ p (@), ® )0, P)x
Re(&) = (pp, - m+upy -0, &)y,

The main result of this section is stated in the following theorem.
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Theorem 5.1 Assume that there exists a convex domain B such that Qp C B and I'p C 9B. Assume
further that the hypotheses of Theorem [[.1] hold. Then, there exist Cre; > 0, independent of h, such
that

(g, ), 1) = ((gn, ), up)[| < Cra ©.

Proof. Similarly to [13, Section 5.1], the supremum in (5.6) can be bounded in terms of R;, with
ie{l,...,6}, as

(e, ), 1) = (@4 @, ). up)|| < C(\\Rl\\H(div4/3;Qs)/ + IReller, @iviopy + Rsllez_ (s
I Rallwscasy + IRs lggy/z sy, + [Rolln sy ) -

Then, we need to provide suitable upper bounds for R;, with ¢ € {1,...,6}. First, to estimate
IR1llm(div, 5:05)» We note that the BDM interpolant satisfies both [IT, Lemma 4.2] and the properties
stated in [I1, Lemma 4.1]. Therefore, by following the same steps as in the proof of [I1, Lemma 5.6],
but using the BDM interpolant instead of the Raviart—Thomas interpolant, and applying the properties
of the Clément interpolant, the desired estimate follows (see also [20], Section 5.1] and [38], Section 3.1]
for similar results in Hilbert spaces). The proof of the upper bound for ”RQ”HFD(diV;QD) follows the
same lines as in |21, Lemma 3.6], under the assumption that there exists a convex domain B such that
Qp C B and I'p € 90B. The corresponding estimate for R3 and Ry, follow from a straightforward
application of Cauchy—Schwarz and Holder inequalities (see [I3], Section 5.1]), whereas the estimates
for the terms acting on the interface ¥, R5 and Rg, can be obtained by adapting the arguments from
the proof of [38, Lemma 3.2]. We omit further details. O

5.2 Local efficiency of the a posteriori error estimator

We now aim to establish the efficiency estimate of © (cf. (5.3)). For this purpose, we will make

extensive use of the original system of equations given by (2.2), (2.4), (2.9), and (2.10). These
equations can be derived from the mixed continuous formulation (2.15) by choosing suitable test

functions and integrating by parts backwardly the corresponding equations. The following theorem is
the main result of this section.

Theorem 5.2 There exist Cepp > 0, independent of h, such that
Cers © < (g, ) 1) = ((@n, ) wp) |- (5.7)

We begin with the estimates for the zero order terms appearing in the definition of © and Og 7 (cf.

6-3). G4

Lemma 5.3 For each T € 7;LS there hold

Ifs + div(os.n)lloa/sr < div(es — osn)lloasr

and Ho-s,h — Uts’hHOT < 2|los —osnllor-

Proof. 1t suffices to recall that fs = —div(eg) and og = of in Qg (cf. (2.9)). Further details are
omitted. 0

We now estimate the terms defined on Qg U X.
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Lemma 5.4 There exist positive constants C; >0, i € {1,...,7}, independent of h, such that

1/2 1
hT/ Ys,n t+ ?(Us,h + p(us,p ® uS,h))d
OT
1/2
< 01{(1 + hp i’ )|lus — us s |04 + hT HUS + hyp / |vs — ’Ys,hHo,T} VT e T2,
(5.8a)
1/2
P s g+ enly g < Co{ (14 hy?) o} (5:8)
for all e € &,(X), where T is the triangle of 7718 having e as an edge,
1 d
hr||rot { Ysn + 5 (gs,n + plusp ® us p))
v 0,T
< C3{||Us — ug plloar + ||os — O'S,hH(LT + ||lvs — 7S,hH0,T} VT €T, (5.8¢)
. ]
hil? H(‘Ys,h + E(Us,h + p(ug,, ® ug,h))d)t}
0,e
< Cof llus = s pllo s, + llvs = ¥sallow. } (5.84)
for all e € £,(Qg), where the set we is given by we := U{T" € T5: ec (T},
1/2 1 d
he!* | (vsn + 55 (Fsp + plusp @ us p))")t
0,e (586)
< Cs{llus = usllo.ar. + los — osallor, + lvs - 3
for all e € &, (X)), where T, is the triangle of 7;18 having e as an edge,
1 d / 2
> he||(vs + 5, (Fsn + plus @ usp)) )t + @k
ec&p (%) 0,e
2
<G Y {Hus — sl +los = asalda, + s = vsaldn } + 1o = @nll o0
c€ER(E) 551
5.8f

for all e € E,(X), where T, is the triangle of 7;LS having e as an edge, and

> hellosan —w (@ - t)t + Aan+ ple), @ @y, HHO <Cr Y. {Has —osalbr,
c€EL(R) e€ER(S) (5.8g)

. 2 2
+ h||div(os — US,h)Hg,Te + heH)\ - AhHO,e} + hH‘P - ‘PhH1/2,00;2’
for all e € &,(X), where T, is the triangle 0]”7'}2S having e as an edge.

Proof. Estimates (5.8a)), ((5.8b]) are derived from slight modifications of [I1, Lemmas 5.10 and 5.11],
respectively. In particular, for (5.8b)) we use the fact that ¢ = —ug|y and [11} eq. (5.20)], to deduce
that

lusn + @nllyge < CheY* Jus i+ gplloe < Ch Y4 (|ug| e+ le—pulloe)

Thus, bounding ||us|s; — ug s/|0,c as in [11}, egs. (5.21)—(5.23)], from the above we conclude (5.8bj).
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On the other hand, for (5.8c), (5.8d) and (5.8¢) we first observe that the following estimate holds

[(us ® ug)? — (us @ usp)or < lus ® us — us @ ug pllo.r-

Then, a similar algebraic manipulation to that used in [I2, Corollary 4.10], combined with Holder’s
inequality, estimates (2.61)) and (3.22), and the smallness assumption on the data, yields

|us ® ug —ug;, ® U—S,hHO’T < (JJusllor + lusplloar) lus — usplloar < Cllug — ugpllogr, (5.9)

with C' > 0 independent of h. In this way, defining ¢ := vg + 55(0's + p(us ® ug))? = Vug and
Chi="sp+ %(o’sﬁ + p(ugp, ® us,h))d, we apply [34, Lemmas 4.9, 4.10, and 4.15] to ¢ and ¢}, make
use of and proceed analogously to [I1, Lemma 5.12], to obtain (5.8¢)), (5.8d) and (5.8¢]). Now, to
deduce (5.81), defining ¥, :=vg;,+ 55 (05 4+ p(us p @ug ) and ¥ == yg+ 5- (s + p(ug @ ug))? = 0,
proceeding similarly as in [29, Lemma 5.7] and employing , we have that

2
0;Te

3,4;7‘6 + |los — osp

> helldnte — @bl < Clle = @ulps+ D 10— 0l
eESh(Z) eESh(E)

< C{H‘P —@pllijzs + Z {llus —ugp
e€&p (%)

or + s — 7S,hHg,Te}}a

which implies (5.8f)).
Finally, for (5.8g)) we proceed analogously to [38, Lemma 3.16], to obtain

— 2 .
he s —w ™ n - 0t + Ain + p(en @ @unl5, < Clos — osallda, + i ldivies —os)lEz,

hel A= Mlly, + helle = enlls, + Rello @ 0 — e @il }-

(5.10)
In turn, similarly as for (5.9)), we observe that for the last term in (5.10)) we have
2
le @@ — @@ enlly, < 2010164 + 19nllg aie) 1 — PullE ace: (5.11)
which implies
2
Y helle@e—er@enllg, <20 D (Ie1fae + lenlldae) | — @nlldae
e€EL(T) e€&n (%)
/e . . 1/2 L\ 12 (5.12)
<2v2h( Y (e +lenlibae)) (3 e —enlidac) -
e€ER(T) e€EL(E)
= zﬁh(WP’ %),4;2 + H‘PhHgA;E)H‘P - @h”g,zl;E'
In addition, it is easy to see that
Z hellp —@nllse < hlle —@nllis < Chllp — 90h||%/2,00;2' (5.13)

EEgh(E)

In this way, from (5.10)), (5.12)), (5.13)), the Sobolev embedding HééQ(Z) — L4(X), and the fact that
llelli/2,00;x and [[@p |1 /2,00, are bounded by data, we obtain (5.8g]). O

We now estimate the terms defined on Qp U X.
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Lemma 5.5 There exist positive constants C'\Z >0,1€{l,...,6}, independent of h, such that

hr [|fp — KiluD,hHO,T < 61{“2?]3 _pD’hHO,T + hrllup — uDvhHo,T} VT €Ty, (5.14a)
hr Hrot (fD - KﬁluD’h) HO,T < 6’2HuD — uD’hHO,T VT € 7;1D, (5.14b)
he2 || [(f0 — K~ ap ) - ]|, < Csljup —upally,, - (5.14¢)

for all e € £,(Qp), where the set w, is given by we := U{T" € TP : e &(T)},
e po.s = Mg, < 64{“]9D = popllop + b [[un = up |y + R IA = Al }, (5.14d)

for all e € &,(X), where T is the triangle of 771D having e as an edge,

> bl K Mun) 6= N, < Co{ D0 o~y + A Al |
ec&(T)NERL(X) e€&L(X)
(5.14e)
where given e € Ep(X), T, is the triangle of 7;ID having e as an edge, and

hi? ||[(up + @) - nj,, < CG{HUD —up,plfg, + hr||diviup —up )|l 4 + h2 llo — enllo. }
(5.14f)
for all e € &,(X), where T, is the triangle of 7;1D having e as an edge.

Proof. For we refer to [I7, Lemma 6.3]. The estimation provided by aligns with [6),
Lemma 4.3]. The proof of follows directly from [I7, Lemma 6.2]. However, for we refer
to [4, Lemma 4.12]. The proofs of can be obtained from slight modifications of the proof of
[29, Lemma 5.7]. The estimation given by corresponds to [38, Lemma 3.15]. O

Notice that the estimates (5.8f), (5.8g) and (5.14¢)) in the preceding lemmas are the sole ones offering
non-local bounds. However, with additional regularity assumptions on A and ¢, we can instead provide
the following local bounds.

Lemma 5.6 There exist Cy > 0, such that for each e € En(X) there hold
_ 2
he ||os i —w ™ (@, - )t + Apn + p(gy, @ ‘Ph)nHQe < CI{HUS —osnlir
. 2 2
42 divios — as 3z, + kel =Ml + hello = @l + hele = @nlae b (515

In addition, if N € H(e) and ple € H(e), for each e € E,(X). Then there exist CoC3 > 0,
independent of h, such that for each e € E,(X) there hold

1
h2 | (vs + g(as,h +p(ugp ®@usp)) )t + | < C2{HUS —us o1,
0,e
+los — asplloz + Ivs — Ysulloz + - - <PZHo,e}’ (5.15D)
he!? || (fo = K 'upp) -t = Ayl < C?’{H“D —up o + RPN =Nl } (5.15¢)
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Proof. The proof of (5:15a) follows from (5:10), (5-11), estimates @]o.sc < cllell1/a00m: [enllose <

cllenll1 /2,005, and the fact that [|¢ll1 /2,00, and [[@y]l1/2,00;5 are bounded by data. In turn, estimates
(5.15b) and ((5.15¢|) follow from slight modifications of [32, Lemma 21]. O

We end this section by observing that the required efficiency of the a posteriorierror estimator © (cf.
(5.7))) is a direct consequence of Lemmas In particular, the term he [ — ¢, [[5 . (analogously
for || — cth%ﬁ) appearing in Lemmas and can be bound as in (5.13) and h¢ [|A — Ah”%,e is
bounded as follows:

Yo helA=Mlfe < hIA=MlFs < ChIA=Anllf s -
ey (%)

6 Numerical Results

This section illustrates the performance and accuracy of the fully-mixed finite element scheme ([3.4))
using the spaces defined in (4.1)) and (4.2]), along with the reliability and efficiency properties of the
a posteriori error estimator © (cf. ([5.3)) derived in Section The implementation is based on a

FreeFEM code [43]. In order to solve the nonlinear problem (3.4)), given (wg, @) € L*(Qg) x Héé2(2)
we introduce the Gateaux derivatives associated to Cg and Cyyg (cf. (2.19)), i.e.,

DC(¢)(£7$) = p<¢ ‘n, e ¢>E +;0<<P : Il,¢ : ¢>E

and
DC(ws) (1, 7) = o~ ((ws @ us)" + (us © ws) ", 75)s

for all ¢ € Y,u € Q and (7,%) € H, and the functional
F(ws, ¢)(T,v) = (fb,vp)p + %((Ws @ws), Ts)s +p (P n, b )y

In this way, we propose the Newton-type strategy: Given (ul,,¢%) € LP x A3, for m > 1, find
((ap, )"),upt) € Hy, x Qp, such that

Alep, @), (11, %,)) + DC(ep ) (el ,)
+B((T), 1) up) + DC(ufy (', 1) = Fulytor (T, e,), (6.1)
B((Q;Ln’fz’b)’zh) = 7(f87vs,h)8a

for all (7,9, ),v;,) € Hp x Qp.

The iterative method is stopped when the relative error between two consecutive iterations of the
complete coefficient vector, namely coeff™ and coeff™ "1, is sufficiently small, that is

|coeff™ 1 — coeff™||por

”COGﬁ.m+1 ||DOF

< tol,

where || - ||por stands for the usual Euclidean norm in RP°! with DoF denoting the total number of
degrees of freedom defining the finite element subspaces Hj, and Qp, and tol is a fixed tolerance chosen
as tol = 1E — 06.
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The global error and the effectivity index associated to the global estimator © (cf. (5.3))) are
denoted, respectively, by

—,

e(os) +e(us) +e(vg) +e(up) +e(pp) +e(p) +e(A) and eff(©) := eS) ’

—,

e(t)

where

e(os) = [los = ospllaivy 0. e(us) = [lus —usplloses . e(vs) = [lvs — ¥snulloos

e(up) := |lup — upplldiviop s e(@p) == |lpp — PD.KI0,0D 5
e(p) =l — enllijzo0s, €)= I[A=Aullij2x-

Notice that, for ease of computation, the interface norm ||A—Ap||; /2 5 will be replaced by [[A—Ap|l(0,1),x
with

2 2
Il o,z = €l €S Ve e HY(E),

owing to the fact that H'/2(X) is the interpolation space with index 1/2 between H'(X) and L2(X).
Similarly, the interface norm || — 4 |1/2,00;x Will be replaced by [[¢ — ¢pll(0,1),5- We emphasize
that the fluid pressure and its corresponding error can be computed via the postprocessing formula
presented in (2.7). However, for simplicity, in the examples below, we only present plots based on the
following formula:

1 .
PSh = —E{tr(ds,h) + ptr(ugp ® uS,h)} — 4 in Qg.

Moreover, using the fact that DoF~1/" = } with n = 2 and h = max {hs, hD,Ez}, the respective

experimental rates of convergence are computed as

5 log(e(0)/€'(0))

log(DoF /DoF’)

F(O) = for each o € {US,US,‘YS,pS,uD,pD,Cp,)\,E},

where DoF and DoF’ denote the total degrees of freedom associated to two consecutive triangulations
with errors e and ¢/, respectively. In turn, we take hy as two times hy;, which comes from the restriction
on the mesh sizes hy, < Cy hy when considering the constant Cp = 1/2.

The examples considered in this section are described below. In all of them, for simplicity, we take
(ugh, ¢)) = (0,0) and impose the conditions (tr(os ), 1)s = 0 and (pp s, 1)p = 0 using a penalization
strategy. In turn, in the first two examples we consider the model parameters v =1, p =1, w =1
and the tensor K is taken as the identity matrix I, which satisfy ({2.3]).

Example 1 is used to corroborate the reliability and efficiency of the a posteriori error estimator ©,
whereas Examples 2 and 3 are utilized to illustrate the behavior of the associated adaptive algorithm
in 2D domains with and without manufactured solution, respectively, which applies the following
procedure from [50]:

(1) Start with a coarse mesh T, := 7,5 U T,P.
(2) Solve the Newton iterative method (6.1)) for the current mesh 7p,.

(3) Compute the local indicator O for each T € T, := 7,5 U T,°, where

1/2 )
Or = {@%I + 9%),T} + ||fS + dlv(a'&h)

0,4/3;Ts (Cf " "
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(4) Check the stopping criterion and decide whether to finish or go to next step.

(5) Use the automatic meshing algorithm adaptmesh from [44), Section 9.1.9] to refine each 7" € Tj,
satisfying:
Op > Caogm — > Or, f Chdm € (0,1) (6.2)
/ — or some .
7" = “adm #T = T, adm y L)
h

where # T denotes the number of triangles of the mesh 7.

(6) Define resulting meshes as current meshes 7'hS and 7;LD, and go to step (2).

In particular, in Examples 2 and 3 below we take Cygm = 0.72 (cf. (6.2)).

Example 1: Accuracy assessment in a 2D tombstone-shaped domain

In the first example, we focus on the accuracy of the fully-mixed method (6.1)) (cf. (3.4])). We consider

a semi-disk-shaped fluid domain coupled with a porous unit square, i.e.,
Qg = {(1:1,:@): 23 4 (22 — 0.5)% < 0.5%, 29 > 0.5} and Qp := (-0.5,0.5)?,

with interface ¥ := (—0.5,0.5) x {0.5}. We choose the data fs and fp such that a manufactured
solution in the tombstone-shaped domain 2 := Qg U ¥ U Q)p is given by

[ cos(mzy) sin(mxg) . (7 exp(xy) sin(mxa) .
ug(x1, 22) := (— sin(7z1) cos(mm)) in s, up(z1,zp):= < exp(z1) cos(mzs) ) in Qp,

pi(T1, x2) = sin(mxq) sin(mxe) in Q, *€{S,D}.

Notice that this solution satisfies ug-n = up - n on X. However, the second transmission condition in
(cf. (2:10)) is not satisfied, and both the Dirichlet boundary condition for the Navier-Stokes ve-
locity on I's and the Neumann boundary condition for the Darcy velocity on I'p are non-homogeneous.
This introduces additional contributions that are included in the right-hand side of the resulting system
and in the a posteriori error estimator.

The errors and associated rates of convergence are reported in Table [1, which align with the the-
oretical bounds established in Theorem for the finite element spaces described in Section [} Ad-
ditionally, we compute the global a posteriori error indicator © (cf. ) and assess its reliability
and efficiency using the effectivity index. Note that the estimator remains consistently bounded. The
domain configuration, along with some components of the numerical solution, is displayed in Figure
These results were computed using the AFW+Raviart-Thomas-based discretization (cf. (4.1)—(4.2))
with 53,511 triangular elements (corresponding to 227,206 DoF). We observe that the continuity of
the normal trace of the velocities on 3 is preserved, as the second components of ug and up coincide
on X, as expected. It can also be seen that the pressure is continuous throughout the domain and
maintains its sinusoidal behavior.

Example 2: Adaptivity in a 2D horseshoe-shaped domain

The second example is aimed at testing the features of adaptive mesh refinement based on the a
posteriori error estimator O (cf. (5.3])). We consider the 2D horseshoe-shaped domain € := QgUXUQp,
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DoF | it | hs || e(os) [r(os) | e(us) [r(us) | e(rs) [r(re) | Bn [ ele) [ (o)

263 | 3 | 0.330 || 2.3E-00 — 1.8E-01 - 2.8E-01 - 1/2 2.5E-01 -

961 | 4 | 0.191 || 1.2E-00 1.02 9.3E-02 1.00 | 1.7E-01 | 0.76 1/4 9.7E-02 | 1.48
3,629 | 4 | 0.091 || 5.5E-01 1.15 | 4.5E-02 1.10 | 8.2E-02 1.11 1/8 3.3E-02 | 1.62
14,280 | 4 | 0.049 || 2.7E-01 1.05 2.2E-02 1.02 | 4.2E-02 | 0.99 1/16 || 1.2E-02 | 1.52
57,479 | 4 | 0.024 || 1.3E-01 1.03 1.1E-02 1.01 2.0E-02 1.03 1/32 || 4.1E-03 | 1.50
227,206 | 4 | 0.013 || 6.5E-02 1.01 5.6E-03 1.00 1.0E-02 1.00 1/64 1.5E-03 | 1.51
ho || e(up) | r(up) | en) [ro) || hs [ e [rN ] e® [r® ] o |eff(0)
0.373 || 6.6E-01 — 1.2E-01 - 1/2 3.0E-01 — 2.4E-00 - 7.1E-00 | 0.339
0.190 || 3.0E-01 1.20 5.9E-02 1.12 1/4 9.6E-02 | 1.76 || 1.2E-00 | 1.04 | 3.5E-00 | 0.354
0.095 || 1.5E-01 1.10 3.0E-02 1.02 1/8 3.3E-02 | 1.61 || 5.8E-01 | 1.15 | 1.7E-00 | 0.345
0.054 || 7.4E-02 0.98 1.5E-02 1.00 1/16 || 1.2E-02 | 1.52 || 2.8E-01 | 1.04 | 8.4E-01 | 0.337
0.025 || 3.7E-02 1.00 7.5E-03 1.00 1/32 4.1E-03 | 1.50 1.4E-01 | 1.03 | 4.1E-01 | 0.334
0.014 || 1.8E-02 1.01 3.7E-03 1.02 1/64 || 1.4E-03 | 1.51 || 6.9E-02 | 1.01 | 2.1E-01 | 0.333

Table 1: [Example 1] Number of degrees of freedom, Newton iteration count, meshsizes, errors, rates of
convergence, global estimator, and effectivity index for the AFW+Raviart—Thomas-based discretiza-
tion of the coupled Navier—Stokes/Darcy problem.

where Qp := (=1,1) x (=0.5,0),% := (=1,1) x {0}, and Qg := (=1,1) x (0,1.25) \ Qg with Qg :=
(—0.75,0.75) x (0.25,1.25). The data fg and fp are chosen so that the exact solution is given by

(22— 0.26) (x5 — 0.26)

e — r1(z1, z2) r2(71, T2) N sin(2 7 x1) exp(x2)
5 (1 +074) (21 -0.74) |’ b sin(2m xq) exp(z1) )’
r1(21, v2) ro(21, 2)

Py i=xosin(rzy) in Q, with x € {S,D},

where

ri(xy,z0) = /(21 + 0.74)2 + (2 — 0.26)2 and  ro(z1,x2) := \/(z1 — 0.74)2 + (29 — 0.26)2.

Tables [2] and [3] along with Figure [3] summarize the convergence history of the method applied to a
sequence of quasi-uniform and adaptively refined triangulations of the domain. Suboptimal rates are
observed in the first case, whereas adaptive refinement based on the a posteriori error indicator ©
yields optimal convergence and stable effectivity indexes. Notice how the adaptive algorithms improve
the method’s efficiency by providing high-quality solutions at a lower computational cost. For instance,
it is possible to achieve a better result (in terms of e(t)) with approximately only 2.5% of the degrees
of freedom compared to the last quasi-uniform mesh for the fully-mixed scheme. Furthermore, Figure
shows the domain configuration in the initial mesh, the second component of the velocity, and the
pressure field over the entire domain, computed using the adaptive AFW+Raviart—Thomas-based
scheme (via ©) with 662,948 degrees of freedom and 78,623 triangles. We observe that the second
component of the velocity exhibits high gradients near the vertices (—0.75,0.25) and (0.75,0.25).
Examples of some adapted meshes are shown in Figure [5| where a clear clustering of elements near
the vertices in g of the 2D horseshoe-shaped domain is observed, as expected.
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DoF | it | hs || elos) [r(os) | e(us) [r(us) | e(rs) [r(re) | s [| elp) [r(e)

1,701 [ 4 [ 0188 [[ 47E4+01 | — [ 23E-01 | - | 1.9E00] - 1/4 [[3.3E-01 | -
6,914 | 4 | 0.100 || 3.7E+01 0.34 1.6E-01 0.48 1.2E-00 | 0.69 1/8 1.0E-01 | 1.65
26,067 | 4 | 0.050 || 2.6E401 0.53 1.1E-01 0.60 7.2E-01 0.73 1/16 4.2E-02 | 1.38

104,256 | 4 | 0.026 || 1.5E+01 | 0.76 | 6.0E-02 | 0.89 | 4.0E-01 | 0.85 || 1/32 || 1.5E-02 | 1.47
410,453 | 4 | 0.014 || 8.1E-00 | 0.94 | 3.1E-02 | 0.96 | 2.1E-01 | 0.95 | 1/64 || 6.7E-03 | 1.18

1,644,689 | 4 | 0.007 | 4.2E-00 | 0.95 | 1.5E-02 | 1.04 | 1.1E-01 | 0.92 || 1/128 || 2.5E-03 | 1.44

ho || e(up) | r(up) | ep) [rn) || s [[ e [rN) | e®) [r®) | © [eff(0)

0.200 || 1.3E-00 - 4.3E-02 - 1/4 6.8E-02 - 4.7E+01 - 5.6E4+01 | 0.847

0.095 || 6.2E-01 1.04 1.4E-02 1.65 1/8 1.2E-02 | 2.53 || 3.7TE+01 | 0.34 | 4.3E+01 | 0.861

0.049 || 3.2E-01 1.02 6.8E-03 1.06 1/16 3.2E-03 | 1.94 || 2.6E+01 | 0.53 | 3.1E+01 | 0.838

0.026 || 1.6E-01 0.99 3.4E-03 1.00 1/32 1.2E-03 | 1.43 || 1.5E+01 | 0.76 | 1.9E+01 | 0.821

0.013 || 7.9E-02 1.01 1.7E-03 1.01 1/64 4.3E-04 | 1.45 8.1E-00 | 0.94 | 9.9E-00 0.819

0.007 || 4.0E-02 1.00 8.5E-04 1.00 1/128 || 1.3E-04 | 1.73 4.2E-00 | 0.95 | 5.1E-00 0.817

Table 2: [Example 2] Number of degrees of freedom, Newton iteration count, meshsizes, errors, rates of
convergence, global estimator, and effectivity index for the AFW+Raviart—Thomas-based discretiza-
tion with quasi-uniform refinement for the coupled Navier—Stokes/Darcy problem.

DoF | it [| e(os) [r(as) [ e(us) [r(us) [ e(vs) [r(vs) [ elp) [r(¥)

1,701 | 4 || 4.7E+01 - 2.3E-01 - 1.9E-00 - 3.3E-01 -
3,326 | 3 || 3.2E4+01 | 1.19 | 1.4E-01 | 1.57 | 9.3E-01 | 2.12 | 2.4E-01 | 0.92
5,637 | 4 1.5E+01 | 2.71 | 1.0E-01 | 1.16 | 4.2E-01 | 3.01 | 2.3E-01 | 0.20
9,928 | 4 7.6E-00 251 | 7.6E-02 | 097 | 24E-01 | 2.04 | 1.4E-01 | 1.68
20,117 | 4 4.9E-00 1.24 | 5.2E-02 | 1.10 | 1.6E-01 | 1.056 | 8.9E-02 | 1.36
40,759 | 4 3.5E-00 0.95 | 3.6E-02 | 1.04 | 1.1E-01 | 1.04 | 3.9E-02 | 2.30
79,674 | 4 2.5E-00 1.01 | 2.5E-02 | 1.10 | 8.1E-02 | 0.98 | 2.3E-02 | 1.57
161,769 | 4 1.8E-00 094 | 1.7E-02 | 1.03 | 5.7E-02 | 1.02 | 1.3E-02 | 1.74
323,197 | 4 1.3E-00 097 | 1.2E-02 | 1.07 | 41E-02 | 0.95 | 6.9E-03 | 1.73
662,948 | 4 9.1E-01 0.96 | 8.1E-03 | 1.06 | 2.8E-02 | 1.02 | 3.8E-03 | 1.69
e(up) |r(up) | e(pp) [r(pn) [ e() [tV [ e®) [r®) [ © [efi(0)
1.29E-00 - 4.3E-02 - 6.8E-02 - 4.7E+01 - 5.6E4+01 | 0.847
1.33E-00 - 2.8E-02 | 1.26 | 8.1E-02 - 3.2E+01 | 1.19 | 3.7E+01 | 0.866
1.32E-00 | 0.02 | 2.7E-02 | 0.15 | 9.0E-02 - 1.6E401 | 2.70 | 1.9E4-01 | 0.823

1.1E-00 0.49 | 3.2E-02 - 1.1E-01 - 7.7E-00 | 2.48 | 1.0E4-01 | 0.768
8.4E-01 0.88 | 2.4E-02 | 0.85 | 7.6E-02 | 0.95 || 5.0E-00 | 1.23 | 6.6E-00 | 0.754
6.0E-01 0.96 | 1.7E-02 | 1.01 | 6.2E-02 | 0.57 || 3.6E-00 | 0.95 | 4.7E-00 | 0.754
4.4E-01 0.92 | 1.2E-02 | 1.03 | 3.0E-02 | 2.20 || 2.5E-00 | 1.01 | 3.4E-00 | 0.752
3.0E-01 1.08 | 74E-03 | 1.31 | 1.9E-02 | 1.29 1.8E-00 | 0.95 | 2.4E-00 | 0.754
2.3E-01 0.80 | 6.0E-03 | 0.60 | 1.4E-02 | 0.77 1.3E-00 | 0.96 | 1.7E-00 | 0.752
1.6E-01 1.06 | 3.8E-03 | 1.30 | 7.4E-03 | 1.85 || 9.2E-01 | 0.96 | 1.2E-00 | 0.750

Table 3: [Example 2] Number of degrees of freedom, Newton iteration count, errors, rates of con-
vergence, global estimator, and effectivity index for the AFW+Raviart—Thomas-based discretization
with adaptive refinement via © for the coupled Navier—Stokes/Darcy problem.
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Figure 2: [EXAMPLE 1] Domain configuration, second velocity component and pressure field in the
whole domain.

Example 3: Flow through a rectangular domain with a porous filter

Inspired by [49, Test case 1 in Section 4.2] and [I8, Example 2 in Section 5], we finally focus on studying
the behavior of the Navier—-Stokes/Darcy model for fluid flow through a rectangular domain with a
square porous filter. The domain is defined by the rectangle Q = QsUXUQp, where Qp := (0.4, 0.6) x
(0,0.2), Qg = (0,2.6) x (0,0.3) \ Qp, and ¥ := {0.4} x (0,0.2) U (0.4,0.6) x {0.2} U {0.6} x (0,0.2),
with boundaries I's := '’ U Fgc’p U Tgettom y Pgut and I'p := (0.4, 0.6) x {0}, respectively, as detailed
in the top plot of Figure [6] The model parameters are takes as

v=10"% p=10"2, K =[0.505,—0.495; —0.495,0.505] x 107%, and w=rv"1/(Kt)- t,

where the permeability tensor K is obtained as in [49] eq. (33)]:

1 .
K = R(a) ( 100" 0 )R_l(a), with R(a) = ( cos(a) —sin(a) ) 7

0k sin(a)  cos(«)

with o = 45° and x = 1074, taking into account the effect of material anisotropy on the flow. In turn,
the right-hand side data fg and fp are chosen as zero, and the boundary conditions are

. { (—x2 (22— 0.3),0)* on T UL,
S =

and up-n=0 on Ip.
(0,0)* on D[P uyTgettom

In particular, the first row of boundary equations corresponds to the inflow/outflow driven by a
parabolic fluid velocity from the left to the right boundary of the fluid region. In Table [4] we present
the experimental rate of convergence of the global estimator © (cf. ) for six adapted meshes.
Although the effectivity index cannot be computed for this example, the optimal convergence rate of
O illustrates the reliability and efficiency of the estimator, as well as the accuracy of the obtained
approximation in handling small viscosity and permeability. In Figure [6] we display the initial mesh,
the computed magnitude of the velocities and pressures, which were built using the AFW+Raviart—
Thomas-based scheme on a mesh with 27,377 triangle elements (actually representing 246,649 DoF)
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Figure 3: [Example 2] Log-log plot of e(t) vs. DoF for quasi-uniform/adaptive refinements.
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Figure 4: [EXAMPLE 2] Initial mesh, second velocity component and pressure field in the whole domain.

obtained via ©. We observe high velocity in the open channel above the filter and a vortex behind
the obstacle. A sharp pressure gradient is evident in the region above the filter and within the
filter, where the permeability anisotropy affects both the pressure and velocity fields. This example
demonstrates the fully-mixed method’s ability to produce an oscillation-free solution under challenging
physical conditions, including low viscosity and permeability. Additionally, snapshots of some adapted
meshes generated using © are shown in Figure [[} We observe appropriate refinement in regions with
higher velocity and pressure. This suggests that the indicator © effectively addresses challenging
model parameters and localizes the areas where the solutions are more significant, efficiently utilizing
computational resources where they are most needed.

7 Concluding remarks
In this work, we have introduced and analyzed a novel Banach-space-based pseudostress-velocity-

vorticity formulation for the coupled Navier—Stokes/Darcy system. The proposed approach treats
the free-flow and porous-medium regions in a unified mixed finite element framework, incorporating
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Figure 5: [Example 2] Three

snapshots of adapted meshes according to the indicator ©.

DoF 6491 11373 29885 62847 | 128904 | 246649
it 6 8 10 10 10 10
G} 2.3E-00 | 1.3E-00 | 7.2E-01 | 4.9E-01 | 3.4E-01 | 2.5E-01
r(©) 1.96 1.26 1.02 1.01 0.95

Table 4: [ExXAMPLE 3] Number of degrees of freedom, Newton iteration count, global estimator, and
experimental rate of convergence of the global estimator.

to 0
FSP 7;1( )

F:lgn Fgut
AN

l-wbot-t-om

bhottom
I's I'p

5.0e-07 1.0e-06 1.5e-06 2e-06

ph MI|IIIIII\IHIII\III\‘IIII\H

Figure 6: [EXAMPLE 3] Initial mesh, computed velocities u;, = (ugp,upy) (arrows not scaled) and
their magnitudes (color), and pressures p, = (psx,pp.4) (color).
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Figure 7: [Example 3] Three snapshots of adapted meshes according to the indicator ©.

pseudostress, velocity, vorticity, and interface traces as primary unknowns for the Navier—Stokes re-
gion, while handling velocity, pressure, and interface traces for the Darcy region. This leads to a
double saddle-point structure perturbed by the convective term of the Navier—Stokes equations. Well-
posedness of both the continuous and discrete formulations is established under small data assump-
tions, leveraging fixed-point arguments, the Banach—Necas—Babuska theorem, and suitable inf-sup
conditions.

At the discrete level, we identified specific finite element subspaces, namely Arnold—Falk—Winther
elements for the pseudostress, vorticity, and velocity in the free-flow region, and Raviart—Thomas el-
ements for the velocity and discontinuous polynomials for the pressure, in the porous-medium region,
which satisfy the required stability conditions. Optimal-order a priori error estimates are derived,
confirming the theoretical convergence rates. Moreover, a fully computable residual-based a posteriori
error estimator is proposed for the numerical scheme. Its reliability and efficiency are proven rigor-
ously, following results similar to those in the literature, which are based on global inf-sup conditions,
Helmholtz decompositions, inverse inequalities, and bubble-function arguments. Numerical experi-
ments illustrate the accuracy, stability, and robustness of the method, confirming that the proposed
estimator effectively guides adaptive mesh refinement and recovers optimal convergence rates even in
the presence of solution singularities.
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