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Abstract. In this presentation, we investigate the impact of different quadrature rules’ pre-
cision and varying degrees of piecewise polynomial test functions on the convergence rate of
Variational Physics Informed Neural Networks (VPINNs) when addressing elliptic boundary-
value problems through mesh refinement. Employing a Petrov-Galerkin framework, we derive
an a priori error estimate in the energy norm. The proposed interpolation operator is crucial
to obtain an inf-sup stable method and to remove all spurious modes from the output of the
neural network. Our findings may seem counterintuitive, suggesting that, for smooth solutions,
the optimal approach for achieving a rapid error decay rate is to opt for test functions with
the lowest polynomial degree while employing precision-oriented quadrature formulas.

We proceed introducing an “a posteriori” error estimator, comprising a residual component,
a loss function term, and data oscillation terms. Our analysis demonstrates the reliability and
efficiency of this estimator in controlling the energy norm error between the exact solution and
the VPINN-derived solution.

Furthermore, a comprehensive exploration of four distinct approaches for enforcing Dirichlet
boundary conditions in PINNs and VPINNs is performed. Traditionally, these conditions are
enforced by introducing penalization terms in the loss function and carefully selecting corre-
sponding scaling coefficients, a process that often demands resource-intensive tuning. Through
a series of numerical tests, we establish that modifying the neural network’s output to precisely
align with the specified values yields more efficient and accurate solvers. Our most promising
results emerge from the exact enforcement of Dirichlet boundary conditions, achieved by em-
ploying an approximate distance function. We also demonstrate that variational imposition of
these conditions using Nitsche’s method yields suboptimal solvers.
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